A PRIORI ERROR ESTIMATES FOR THREE DIMENSIONAL PARABOLIC OPTIMAL CONTROL PROBLEMS WITH POINTWISE CONTROL
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Abstract. In this paper we provide an a priori error analysis for parabolic optimal control problems with a pointwise (Dirac type) control in space on three dimensional domains. The two dimensional case was treated in [30], however the three dimensional case is technically much more involved. To approximate the problem we use standard continuous piecewise linear elements in space and piecewise constant discontinuous Galerkin method in time. Despite low regularity of the state equation, we establish $\mathcal{O}(\varepsilon^k)$ in space on three dimensional domains. The two dimensional case was treated in [30], however the three dimensional case is technically error estimates
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1. Introduction. In this paper we provide numerical analysis for the following optimal control problem:

$$\min_{q,u} J(q,u) := \frac{1}{2} \int_0^T \|u(t) - \tilde{u}(t)\|_{L^2(\Omega)}^2 dt + \frac{\alpha}{2} \int_0^T |q(t)|^2 dt$$

subject to the second order parabolic equation

$$\begin{align*}
u_t(t,x) - \Delta u(t,x) &= q(t)\delta_{x_0}(x), & (t,x) &\in I \times \Omega, \\
u(t,x) &= 0, & (t,x) &\in I \times \partial \Omega, \\
u(0,x) &= 0, & x &\in \Omega
\end{align*}$$

(1.2)

and the pointwise control constraints

$$q_a \leq q(t) \leq q_b \quad \text{a.e. in} \; I.$$  

(1.3)

Here $I = (0,T)$ is the time interval, $\Omega \subset \mathbb{R}^3$ is a convex polyhedral domain, $x_0 \in \Omega$ fixed, and $\delta_{x_0}$ is the Dirac delta function. The parameter $\alpha$ is assumed to be positive and the desired state $\tilde{u}$ fulfills $\tilde{u} \in L^\infty(I; L^2(\Omega))$. The control bounds $q_a, q_b \in \mathbb{R} \cup \{\pm \infty\}$ fulfill $q_a < q_b$. The precise functional-analytic setting is discussed in the next section. This setup is a model problem for pointwise control, where for simplicity we choose the heat equation as the state equation and consider the case of only one point source. However, all our results extend directly to more general self-adjoint elliptic operators with smooth coefficients (instead of $-\Delta$) and $l \geq 1$ point sources $\sum_{i=1}^l q_i(t)\delta_{x_i}$ on the right-hand side of (1.2).

There are several publications dealing with optimal control problems of this type, starting with [33]. The main difficulty in the pointwise control problem is the low regularity of the state variable. We refer to [3, 12, 16] for pointwise control of parabolic equations and to [14, 38] for pointwise control of Burgers type equations. Moreover, pointwise control problems are strongly related to measure valued formulations of parabolic sparse control problems, see [8, 9, 10, 11].

For the discretization of the problem under the consideration, we consider standard continuous piecewise linear finite elements in space and piecewise constant discontinuous Galerkin method in time. This is a special case ($r = 0$, $s = 1$) of the so called cG(s)dG(r) discretization, see, e.g., [29] for analysis of the method for parabolic problems and, e.g., [39, 41] for error estimates in the context of optimal control problems. Throughout, we will denote by $h$ the spatial mesh size and by $k$ the time step, see Section 2 for details.

Although numerical analysis for elliptic problems with rough right-hand sides was considered in a number of papers [4, 6, 8, 18, 26, 29, 42], there are few papers that consider parabolic problems with rough sources. We are only aware of the paper [23], where $L^2(I; L^2(\Omega))$ error estimates are considered. Based on the results of this paper, suboptimal error estimates of order $O(h^{\frac{1}{2}} + h^2)$ for two-dimensional and of order $O(k^{\frac{1}{2}} + h^2)$ for
three-dimensional control problems with pointwise controls were derived in [24]. In both results a restrictive assumption \( k = O(h^d) \), with \( d \) being the dimension of the domain \( \Omega \), is used. This assumption is not natural for the method, especially in three space dimensions, since the dG(0) time discretization is a variation of the backward Euler method and unconditionally stable. For the two-dimensional problem, we improved this estimate in [30] to almost \( O(k^2 + h^2) \) up to a logarithmic term and avoided any coupling between the discretization parameters \( k \) and \( h \). The proof in [30] was based on a novel (almost) best approximation result with respect to the \( L^\infty(\Omega; L^2(I)) \) norm and was restricted to the two dimensional case.

In this paper we provide a corresponding (almost) best approximation result with respect to the \( L^\infty(\Omega; L^2(I)) \) norm for a convex polyhedral domain \( \Omega \subset \mathbb{R}^3 \). To avoid any coupling between \( k \) and \( h \) we use recently established discrete maximal parabolic regularity results from [31]. Moreover, we exploit different regularity of the state and the adjoint equations. It turns out, that the error analysis for the adjoint equation with respect to the \( L^\infty(\Omega; L^2(I)) \) norm and for the state variable with respect to the \( L^2(I; L^2(\Omega)) \) leads to the best possible results for the optimal control problem under the consideration. This strategy allows us to prove the error estimate for the optimal control \( \hat{u} \) and its discrete counterpart \( \hat{u}_{kh} \) of order \( O(k^{2} + h) \) up to a logarithmic term and without any coupling condition between \( k \) and \( h \), see Theorem 2.3 below. This improves the three-dimensional result from [24] almost twice. The main technical tool in our analysis is global and local pointwise error estimates with respect to the \( L^\infty(\Omega; L^2(I)) \) norm, (see Theorems 3.3 and 3.4 respectively), that extend our findings from [30] from the two dimensional to the three dimensional case. To our knowledge, these are the first pointwise in space fully discrete best approximation results for three dimensional parabolic problems. We refer to [19, 39] for two dimensional pointwise error estimates.

Throughout the paper we use the usual notation for the Lebesgue and Sobolev spaces. We denote by \( (\cdot, \cdot)_\Omega \) the inner product in \( L^2(\Omega) \) and by \( (\cdot, \cdot)_{J \times \Omega} \) with some subinterval \( J \subset I \) the inner product in \( L^2(J; L^2(\Omega)) \).

The rest of the paper is organized as follows. In Section 2 we discuss the functional analytic setting of the optimal control problem, state the optimality conditions and provide precise regularity results for the optimal control, state the optimality state, and the adjoint state. In Section 3 we discuss the discretization scheme and state the global and local best approximation results with respect to the \( L^\infty(\Omega; L^2(I)) \) norm, which are proven in Sections 6 and 7 respectively. Section 4 is devoted to the proof of our main result for the optimal control problem. In Section 5 we provide some auxiliary elliptic results required for the proof of Theorem 3.3.

2. Continuous problem and regularity. In order to state the functional analytic setting for the optimal control problem, we first introduce an auxiliary problem

\[
\begin{align*}
v_t(t, x) - \Delta v(t, x) &= f(t, x), \quad (t, x) \in I \times \Omega, \\
v(t, x) &= 0, \quad (t, x) \in I \times \partial \Omega, \\
v(0, x) &= 0, \quad x \in \Omega
\end{align*}
\] (2.1)

with a right-hand side \( f \in L^r(I; L^p(\Omega)) \) for some \( 1 < p, r < \infty \). In the sequel we will use the following maximal regularity result for the solution of this equation.

**Lemma 2.1.** Let \( f \in L^r(I; L^p(\Omega)) \) with \( 1 < p, r < \infty \). Then the equation (2.1) possesses a unique solution \( v \) with \( v_t, \Delta v \in L^r(I; L^p(\Omega)) \) and there exist constants \( c_r \leq \frac{r^2}{r-1} \) and \( c_p > 0 \) independent of \( f \) and \( v \) such that

\[
\|v_t\|_{L^r(I; L^p(\Omega))} + \|\Delta v\|_{L^r(I; L^p(\Omega))} \leq c_r c_p \|f\|_{L^r(I; L^p(\Omega))}.
\]

For \( 1 < p \leq 2 \) the solution \( v \) is in \( W^{1, r}(I; L^p(\Omega)) \cap L^r(I; W^{2, p}(\Omega)) \) and the estimate

\[
\|v_t\|_{L^r(I; L^p(\Omega))} + \|\nabla^2 v\|_{L^r(I; L^p(\Omega))} \leq c_r c_p \|f\|_{L^r(I; L^p(\Omega))}
\]

holds.

**Proof.** The first result is a direct application of maximal parabolic regularity, see, e.g., [17]. The dependence of the constant \( c_r \) on \( r \) can be found, e.g., in [5] Theorem 3.2, p. 28. The second result follows then by elliptic \( W^{2, p}(\Omega) \) regularity, which holds for all \( 1 < p \leq 2 \) for convex domains \( \Omega \), see [21, Corollary 1].

In the sequel we will need an exact form of the constant in the following embedding.

**Lemma 2.2.** For \( p > 3 \) the space \( W^{1, p}(\Omega) \) is continuously embedded into \( C(\Omega) \) and there holds

\[
\|v\|_{C(\Omega)} \leq c \left( \frac{p-1}{p-3} \right)^{1/2} \|v\|_{W^{1, p}(\Omega)}
\]
for all \( v \in W^{1,p}(\Omega) \), where the constant \( c \) is independent of \( v \) and \( p \).

**Proof.** The embedding is well known. The exact form of the constant can be traced, for example, from the proof of [11, Theorem 8.1], cf. also [13]. \( \square \)

**Remark 2.3.** For our purpose it will be enough to use the following estimate

\[
\|v\|_{C(\Omega)} \leq \frac{c}{p-3} \|v\|_{W^{1,p}(\Omega)} \tag{2.2}
\]

for \( 3 < p \leq p_0 \) with some arbitrary fixed \( p_0 > 3 \). Moreover we will use that \( W^{1,s}(\Omega) \hookrightarrow C(\bar{\Omega}) \) if \( t - \frac{3}{s} > 0 \). For \( t \geq 1 \) we can use the embedding \( W^{1,s}(\Omega) \hookrightarrow W^{1,s-\frac{3}{t}}(\Omega) \) with

\[
t - \frac{3}{s} = 1 - \frac{3}{p}
\]

and therefore the estimate

\[
\|v\|_{C(\Omega)} \leq \frac{c}{t-3} \|v\|_{W^{1,s}(\Omega)}.
\tag{2.3}
\]

We will also need the following local regularity result. Here, and in what follows, we will denote an open ball of radius \( d \) centered at \( x_0 \) by \( B_d = B_d(x_0) \).

**Lemma 2.4.** Let \( B_{2d} \subset \Omega \). If \( f \in L^r(I; L^2(\Omega)) \cap L^r(I; L^p(B_{2d})) \) for some \( 1 < p \leq 6 \) and \( 1 < r < \infty \), then the solution of (2.4) fulfills \( v \in L^r(I; W^{2,p}(B_d)) \cap W^{1,r}(I; L^p(B_d)) \) and there exist constants \( c_r \), \( c_p \) such that

\[
\|v_t\|_{L^r(I; L^p(B_d))} + \|v\|_{L^r(I; W^{2,p}(B_d))} \leq c^2_c p \left( \|f\|_{L^r(I; L^p(B_d))} + d^{-\frac{3}{2}} (\|f\|_{L^r(I; L^2(\Omega))}) \right).
\]

**Proof.** Let \( v \in L^r(I; H^2(\Omega)) \cap W^{1,r}(I; L^2(\Omega)) \) be the solution of (2.4). We define

\[
\tilde{v}(t) = \frac{1}{|B_{2d}|} \int_{B_{2d}} v(t, x) dx.
\]

By the Cauchy-Schwarz inequality we have

\[
\|v_t\|_{L^2(B_{2d})} \leq \frac{1}{|B_{2d}|} \|B_{2d}\|^{\frac{1}{2}} \|v_t\|_{L^2(B_{2d})} = \|B_{2d}\|^{-\frac{1}{2}} \|v_t\|_{L^2(B_{2d})} \leq c d^{-\frac{1}{2}} \|v_t\|_{L^2(B_{2d})}.
\tag{2.4}
\]

We consider a smooth cut-off function \( \omega \) with the following properties

\[
\omega(x) \equiv 1, \quad x \in B_d(x_0)
\]

\[
\omega(x) \equiv 0, \quad x \in \Omega \setminus B_d(x_0)
\]

\[
|\nabla \omega| \leq cd^{-1}, \quad |\nabla^2 \omega| \leq cd^{-2},
\tag{2.5}
\]

and set \( \tilde{\omega} = (v - \tilde{v})\omega \). There holds:

\[
\Delta \tilde{\omega} = \omega \Delta v + \nabla v \cdot \nabla \omega + (v - \tilde{v}) \Delta \omega
\]

and therefore \( \tilde{\omega} \) satisfies the following equation

\[
\tilde{\omega}_t - \Delta \tilde{\omega} = g, \quad \tilde{\omega}(0, \cdot) = 0,
\]

on \( B_{2d} \) with homogeneous Dirichlet boundary conditions, where

\[
g = (v_t - \Delta v)\omega - \nabla v \cdot \nabla \omega - (v - \tilde{v}) \Delta \omega - \tilde{\omega}_t \omega = f\omega - \nabla v \cdot \nabla \omega - (v - \tilde{v}) \Delta \omega - \tilde{\omega}_t \omega.
\]

We have

\[
\|g\|_{L^r(I; L^p(B_d))} \leq c \left( \|f\|_{L^r(I; L^p(B_d))} + d^{-\frac{1}{2}} \|v\|_{L^r(I; L^p(B_d))} \right) + d^{-2} \|v - \tilde{v}\|_{L^r(I; L^p(B_d))} + \|\tilde{\omega}_t\|_{L^r(I; L^p(B_d))}.
\]
Using the H"older inequality, the Sobolev embedding $H^2(\Omega) \hookrightarrow W^{1,6}(\Omega)$, and Lemma 2.1 we have
\[
\|\nabla v\|_{L^p(I;L^p(\Omega))} \leq c_d \frac{\|v\|_{L^p(I;L^2(\Omega))}}{\|f\|_{L^p(I;L^2(\Omega))}}.
\]
Similarly, using additionally the Poincare inequality, we obtain
\[
\|v - \bar{v}\|_{L^p(I;L^p(\Omega))} \leq c_d \frac{\|\nabla v\|_{L^p(I;L^p(\Omega))}}{\|f\|_{L^p(I;L^2(\Omega))}}.
\]
Further, by (2.4) we have
\[
\|\bar{v}\|_{L^p(I;L^p(\Omega))} \leq c_d \frac{\|\Delta \bar{v}\|_{L^p(I;L^p(\Omega))}}{\|f\|_{L^p(I;L^2(\Omega))}}.
\]
Using maximal parabolic regularity for $\bar{v}$ (see Lemma 2.1), we obtain
\[
\|\bar{v}\|_{L^p(I;W^{2,p}(\Omega))} \leq c_d \frac{\|\Delta \bar{v}\|_{L^p(I;L^p(\Omega))}}{\|f\|_{L^p(I;L^2(\Omega))}}.
\]
and due to the fact that $B_{2d}$ has a smooth boundary we also have
\[
\|\bar{v}\|_{L^p(I;W^{2,p}(\Omega))} \leq c_d \frac{\|\Delta \bar{v}\|_{L^p(I;L^2(\Omega))}}{\|f\|_{L^p(I;L^2(\Omega))}}.
\]
for any $1 < p \leq 6$, where exact form of the constant $c_d$ for the elliptic $W^{2,p}$ regularity estimate can be traced for example from Theorem 9.9 in [22].

In the sequel we will utilize a corresponding local elliptic result. The proof follows the lines of the proof of Lemma 2.4.

**Lemma 2.5.** Let $\overline{B}_{2d} \subset \Omega$ and $f \in L^2(\Omega) \cap L^p(B_{2d})$ for some $1 < p \leq 6$. Let $w$ be the solution of the Poisson equation
\[
-\Delta w = f \quad \text{in } \Omega,
\]
\[
w = 0 \quad \text{on } \partial \Omega.
\]
Then there exists a constant $c_p > 0$ such that
\[
\|w\|_{W^{2,p}(\Omega)} \leq c_p \left( \frac{\|f\|_{L^p(\Omega)}}{L^p(\Omega)} + d^{-3\left(\frac{1}{2} - \frac{1}{p}\right)} \|f\|_{L^p(\Omega)} \right).
\]
To introduce a weak solution of the state equation (1.2), we use the method of transposition, cf. [54]. For a given control $q \in Q = L^2(I)$, we denote by $u = u(q) \in L^2(I;L^2(\Omega))$ a weak solution of (1.2), if for all $\varphi \in L^2(I;L^2(\Omega))$ there holds
\[
(u,\varphi)_{I\times\Omega} = \int_I w(t,x_0)q(t) \, dt,
\]
where $w \in L^2(I;H^2(\Omega) \cap H_0^1(\Omega)) \cap H^1(I;L^2(\Omega))$ is the weak solution of the adjoint equation
\[
-w_t(t,x) - \Delta w(t,x) = \varphi(t,x), \quad (t,x) \in I \times \Omega,
\]
\[
w(t,x) = 0, \quad \varphi(t,x) \in I \times \partial \Omega,
\]
\[
w(T,x) = 0, \quad x \in \Omega.
\]
The existence of this weak solution $u = u(q)$ follows by the Riesz representation theorem using the embedding $L^2(I;H^2(\Omega)) \hookrightarrow L^2(I;C(\Omega))$.

The following regularity result for the state equation is based again on the maximal parabolic regularity.

**Theorem 2.6.** Let $q \in L^r(I)$ for some $1 < r < \infty$ be given and $u = u(q)$ be the solution of the state equation (1.2). Then for all $1 < s < \frac{3}{2}$ and $1 < p < 3$
\[
u \in L^r(I;W^{1,r}(\Omega)) \hookrightarrow L^r(I;L^p(\Omega)) \quad \text{and} \quad u_t \in L^r(I;W^{-1,s}(\Omega))
\]
with the corresponding estimates

\[ \|u\|_{L^r(I; W^{1,s'}_0(\Omega))} + \|u_t\|_{L^r(I; W^{-1,s'}_0(\Omega))} \leq \frac{c_r}{2 - s} \|q\|_{L^r(I)} \]  

(2.8)

and

\[ \|u\|_{L^r(I; L^p(\Omega))} \leq \frac{c_r}{3 - p} \|q\|_{L^r(I)}, \]  

(2.9)

where the constant \( c_r \leq \frac{c_r^2}{r^2} \) is independent of \( s \) and \( p \). Moreover, the state \( u \) fulfills the following weak formulation

\[ (u_t, \varphi) + (\nabla u, \nabla \varphi) = \int_I \varphi(t, x_0) q(t) \, dt \quad \text{for all } \varphi \in L^r(I; W^{1,s'}_0(\Omega)), \]

where \( \frac{1}{r} + \frac{1}{s} = 1, \frac{1}{p} + \frac{1}{s'} = 1 \), and \((\cdot, \cdot)\) is the duality product between \( L^r(I; W^{-1,s'}_0(\Omega)) \) and \( L^r(I; W^{1,s'}_0(\Omega)) \).

**Proof.** For \( s < \frac{3}{2} \), we have \( s' > 3 \) and by (2.2) \( W^{1,s'}_0(\Omega) \) is embedded into \( C(\Omega) \) with

\[ \|w\|_{C(\Omega)} \leq \frac{c}{s' - 3} \|w\|_{W^{1,s'}_0(\Omega)} \leq \frac{c}{2 - s} \|w\|_{W^{1,s'}_0(\Omega)} \quad \text{for all } w \in W^{1,s'}_0(\Omega). \]

Therefore, for \( q \in L^r(I) \) the right-hand side \( q(t) \delta_{x_0} \) of the state equation can be identified with an element in \( L^r(I; W^{-1,s}(\Omega)) \) with

\[ \|q \delta_{x_0}\|_{L^r(I; W^{-1,s}(\Omega))} \leq \|q\|_{L^r(I)} \|\delta_{x_0}\|_{W^{-1,s}_0(\Omega)} \leq \frac{c}{2 - s} \|q\|_{L^r(I)}. \]

Using the result from [17] Theorem 5.1 on maximal parabolic regularity we obtain

\[ u \in L^r(I; W^{1,s}_0(\Omega)) \quad \text{and} \quad u_t \in L^r(I; W^{-1,s}_0(\Omega)) \]

and the estimate (2.8) holds. The dependence of the constant \( c_r \) on \( r \) follows again from [5] Theorem 3.2, p. 28. The estimate (2.9) holds then by the embedding \( W^{1,s}_0(\Omega) \hookrightarrow L^p(\Omega) \) with \( p = \frac{3 s}{3 - s} \). Given this regularity the corresponding weak formulation is fulfilled by a density argument (cf. also [28] Theorem 2.5). \( \square \)

In the sequel, we will use interpolation and embedding results summarized in the following lemma.

**Lemma 2.7.**

(a) Let \( X \) and \( \mathcal{D} \) be Banach spaces with \( \mathcal{D} \subset X \) dense in \( X \). Let \( 1 < r < \infty, \theta \in (0, 1 - \frac{1}{r}) \). Then the following embedding holds

\[ W^{1,r}(I; X) \cap L^r(I; \mathcal{D}) \hookrightarrow C^\beta(I; (X, \mathcal{D})_{\theta,1}) \quad \text{if } 0 \leq \beta \leq 1 - \frac{1}{r} - \theta, \]

where \((X, \mathcal{D})_{\theta,1}\) denotes the real interpolation space between \( X \) and \( \mathcal{D} \).

(b) Let \( X \) and \( \mathcal{D} \) be Banach spaces with \( \mathcal{D} \subset X \) dense in \( X \). Let \( 1 \leq r_0, r_1 < \infty, \theta \in (0, 1) \). Then the following embedding holds

\[ L^{r_0}(I; X) \cap L^{r_1}(I; \mathcal{D}) \hookrightarrow L^r(I; [X, \mathcal{D}]_\theta) \quad \text{for } \frac{1}{r} = \frac{1 - \theta}{r_0} + \frac{\theta}{r_1}, \]

where \([X, \mathcal{D}]_\theta\) denotes the complex interpolation space between \( X \) and \( \mathcal{D} \).

(c) Let \( X \) and \( \mathcal{D} \) be Banach spaces with \( \mathcal{D} \subset X \) dense in \( X \). Let \( \theta \in (0, 1) \). There holds the following relation between the real and complex interpolation spaces

\[ (X, \mathcal{D})_{\theta,1} \hookrightarrow [X, \mathcal{D}]_\theta \hookrightarrow (X, \mathcal{D})_{\theta,\infty}. \]

(d) Let \( \theta \in (0, 1) \) and \( 1 < s < \infty \). There holds the following interpolation result

\[ (W^{-1,s}(\Omega), W^{1,s}(\Omega))_{\theta,1} \hookrightarrow W^{2\theta - 1,s}(\Omega). \]
(e) Let $D \subset \Omega$ be a subdomain with smooth boundary, let $\theta \in (0, 1)$, and $2 \le p < \infty$. Then the following interpolation result holds

$$[L^p(D), W^{2,p}(D)]_\theta \hookrightarrow W^{2p,p}(D).$$

**Proof.** The embedding (a) can be found, e. g., in [2] for $\beta < 1 - \frac{1}{\theta} - \theta$. The case $\beta = 1 - \frac{1}{\theta} - \theta$ is shown in [15] Lemma 3.4. The embedding (b) is given in [43] Chapter 1.18.4. For the standard embedding (c) we refer, e. g., to [27]. For the interpolation result (d) we refer, e. g., to [27] Corollary A.28. The standard interpolation result (e) can be found, e. g., in [43] Chapter 2.4.2. \qed

As the next step we introduce the reduced cost functional $j : Q \rightarrow \mathbb{R}$ on the control space $Q = L^2(I)$ by

$$j(q) = J(q, u(q)), $$

where $J$ is the cost functional in (1.1) and $u(q)$ is the weak solution of the state equation (1.2) as defined above. The optimal control problem can then be equivalently reformulated as

$$\min_{q \in Q_{ad}} j(q), \quad q \in Q_{ad}, \quad (2.10)$$

where the set of admissible controls is defined according to (1.3) by

$$Q_{ad} = \{ q \in Q \mid q_0 \le q(t) \le q_b \text{ a. e. in } I \}. \quad (2.11)$$

For simplicity of the presentation, we assume $0 \in [q_a, q_b]$ in the sequel, but all our results hold also without this assumption.

By standard arguments, this optimization problem possesses a unique solution $\bar{q} \in Q = L^2(I)$ with the corresponding state $\bar{u} = u(\bar{q}) \in L^2(I; L^p(\Omega))$ for $p < 3$, see Theorem [2.6] for the regularity of $\bar{u}$. Due to the fact that this optimal control problem is convex, the solution $\bar{q}$ is equivalently characterized by the optimality condition

$$j'(\bar{q})(\delta q - \bar{q}) \ge 0 \quad \text{for all } \delta q \in Q_{ad}. \quad (2.12)$$

The (directional) derivative $j'(q)(\delta q)$ for given $q, \delta q \in Q$ can be expressed as

$$j'(q)(\delta q) = \int_I (\alpha q(t) + z(t, x_0)) \delta q(t) dt, \quad (2.13)$$

where $z = z(q) \in L^2(I; H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1(I; L^2(\Omega))$ is the solution of the adjoint equation

$$
\begin{align*}
-z_t(t, x) - \Delta z(t, x) &= u(t, x) - \bar{u}(t, x), \quad (t, x) \in I \times \Omega, \\
z(t, x) &= 0, \quad (t, x) \in I \times \partial \Omega, \\
z(T, x) &= 0, \quad x \in \Omega,
\end{align*}
(2.14)
$$

and $u = u(q)$ on the right-hand side of (2.14) is the solution of the state equation (1.2). The adjoint solution, which corresponds to the optimal control $\bar{q}$ is denoted by $\bar{z} = z(\bar{q})$.

The optimality condition (2.12) is a variational inequality, which can be equivalently formulated using the pointwise projection

$$P_{Q_{ad}} : Q \rightarrow Q_{ad}, \quad P_{Q_{ad}}(q)(t) = \min\{q_0, \max(q_a, q(t))\}. $$

The resulting optimality condition reads:

$$\bar{q} = P_{Q_{ad}} \left(-\frac{1}{\alpha} \bar{z}(\cdot, x_0)\right). \quad (2.15)$$

A standard regularity result on the optimal control $\bar{q}$, the optimal state $\bar{u}$, and the optimal adjoint state $\bar{z}$ is summarized in the following lemma.

**Lemma 2.8.** Let $\bar{q}$ be the optimal control, $\bar{u} = u(\bar{q})$ the optimal state and $\bar{z} = z(\bar{q})$ be the optimal adjoint state. Then $\bar{z} \in L^2(I; H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1(I; L^2(\Omega))$ and the following estimate holds

$$\alpha^2 \|\bar{q}\|_{L^2(I)} + \|\bar{u}\|_{L^2(I; L^2(\Omega))} + \|\nabla^2 \bar{z}\|_{L^2(I; L^2(\Omega))} + \|\bar{z}\|_{L^2(I; L^2(\Omega))} \le C\|\bar{u}\|_{L^2(I; L^2(\Omega))}. $$
Proof. By the optimality of \((\bar{q}, \bar{u})\) we obtain
\[
\| \bar{u} - \bar{q} \|_{L^2(I; L^2(\Omega))}^2 + \alpha \| \bar{q} \|_{L^2(I)}^2 = 2J(\bar{q}, \bar{u}) \leq 2J(0, 0) = \| \bar{u} \|_{L^2(I; L^2(\Omega))}^2.
\]
Hence,
\[
\alpha \frac{1}{2} \| \bar{q} \|_{L^2(I)} \leq \| \bar{u} \|_{L^2(I; L^2(\Omega))} \quad \text{and} \quad \| \bar{u} \|_{L^2(I; L^2(\Omega))} \leq 2 \| \bar{u} \|_{L^2(I; L^2(\Omega))}.
\]
By Lemma 2.1 applied to the adjoint equation (2.15) we obtain
\[
\| \nabla^2 \bar{z} \|_{L^2(I; L^2(\Omega))} + \| \bar{z} \|_{L^2(I; L^2(\Omega))} \leq c \| \bar{u} - \bar{\mu} \|_{L^2(I; L^2(\Omega))} \leq c \| \bar{u} \|_{L^2(I; L^2(\Omega))}.
\]
This completes the proof. \( \square \)

By a bootstrapping argument, we obtain the following additional regularity result for the optimal control \( \bar{q} \), the optimal state \( \bar{u} \), and the optimal adjoint state \( \bar{z} \).

**Theorem 2.9.** Let \( \bar{q} \) be the optimal control, \( \bar{u} = u(\bar{q}) \) the optimal state, \( \bar{z} = z(\bar{\bar{q}}) \) the optimal adjoint state, and \( d > 0 \) be such that \( \overline{B}_{2d} = \overline{B}_{2d}(x_0) \subset \Omega \). Then, there exists a constant \( c_r \leq \frac{\alpha r}{r-1} \) and constant \( c_d \) depending on \( d \) and independent of \( r, s, \) and \( p \) such that
(a) \( \bar{u} \in L^r(I; W^{1,s}(\Omega)) \cap W^{1,r}(I; W^{-1,s}(\Omega)) \) for all \( 1 < r < \infty \) and \( 1 < s < \frac{3}{2} \) with the corresponding estimate
\[
\| \bar{u} \|_{L^r(I; W^{1,s}(\Omega))} + \| \bar{u} \|_{W^{1,r}(I; W^{-1,s}(\Omega))} \leq \frac{c_r c_d \alpha^{-\frac{r}{2}}}{3 - s} \| \bar{u} \|_{L^3(I; L^3(\Omega))}.
\]
(b) \( \bar{u} \in L^r(I; L^p(\Omega)) \) for all \( 1 < r < \infty \) and \( 1 < p < 3 \) with the corresponding estimate
\[
\| \bar{u} \|_{L^r(I; L^p(\Omega))} \leq \frac{c_r c_d \alpha^{-\frac{r}{2}}}{3 - p} \| \bar{u} \|_{L^3(I; L^3(\Omega))}.
\]
(c) \( \bar{u} \in C^\gamma(I; L^2(\Omega)) \) for all \( \gamma < \frac{1}{2} \) with the corresponding estimate
\[
\| \bar{u} \|_{C^\gamma(I; L^2(\Omega))} \leq \frac{c_d \alpha^{-\frac{r}{2}}}{(\frac{1}{2} - \gamma)^2} \| \bar{u} \|_{L^3(I; L^3(\Omega))}.
\]
(d) \( \bar{z} \in L^r(I; W^{2,p}(B_d)) \cap W^{1,r}(I; L^p(B_d)) \) for all \( 1 < r < \infty \) and \( 1 < p < 3 \) with the corresponding estimate
\[
\| \bar{z} \|_{L^r(I; W^{2,p}(B_d))} + \| \bar{z} \|_{W^{1,r}(I; L^p(B_d))} \leq \frac{c_d \alpha^{-\frac{r}{2}}}{3 - p} \| \bar{z} \|_{L^\infty(I; L^\infty(\Omega))}.
\]
(e) \( \bar{z} \in C^\gamma(I; C(\overline{B}_d)) \) and \( \bar{\bar{q}} \in C^\gamma(I) \) for all \( \gamma < \frac{1}{2} \) with the corresponding estimate
\[
\alpha \| \bar{\bar{q}} \|_{C^\gamma(I)} + \| \bar{z} \|_{C^\gamma(I; C(\overline{B}_d))} \leq \frac{c_d \alpha^{-\frac{r}{2}}}{(\frac{1}{2} - \gamma)^3} \| \bar{z} \|_{L^\infty(I; L^\infty(\Omega))}.
\]

**Proof.** The proof consists of four steps. In the first step we prove \( \bar{q} \in L^3(I) \), in the second step we show \( \bar{q} \in L^\infty(I) \). In the third step we provide the regularity results (a), (b) and (c) for \( \bar{u} \), in the last step we show the regularity results for the adjoint state \( \bar{z} \) and finally \( \bar{q} \in C^\gamma(I) \) for all \( \gamma < \frac{1}{2} \). If the control bounds \( q_a, q_b \) are not equal \( \pm \infty \), i.e. \( q_a, q_b \in \mathbb{R} \), then the first two steps can be omitted. Since then \( \bar{q} \in L^\infty(I) \) holds trivially.

**Step 1:** To show \( \bar{q} \in L^3(I) \), we first observe that by Lemma 2.8 we have \( \| \bar{q} \|_{L^2(\Omega)} \leq \alpha^{-\frac{r}{2}} \| \bar{u} \|_{L^2(I; L^2(\Omega))} \). Then by the estimate (2.9) from Theorem 2.6 we obtain \( \bar{u} \in L^3(I; L^3(\Omega)) \) for all \( 1 < p < 3 \) and
\[
\| \bar{u} \|_{L^3(I; L^3(\Omega))} \leq \frac{3}{2} \| \bar{q} \|_{L^2(\Omega)} \leq \frac{c_d \alpha^{-\frac{r}{2}}}{3 - p} \| \bar{u} \|_{L^2(I; L^2(\Omega))}.
\]
Then, applying Lemma 2.4 to the adjoint equation (2.14) we obtain
\[ \bar{z} \in L^2(I; W^{2,p}(B_d)) \cap H^1(I; L^p(B_d)) \] and
\[ \| \bar{z} \|_{L^2(I; W^{2,p}(B_d))} + \| \bar{z} \|_{H^1(I; L^p(B_d))} \leq c \| \bar{u} - \tilde{u} \|_{L^2(I; L^p(B_d))} + c d^{-\frac{3}{2}} \| \bar{u} - \tilde{u} \|_{L^2(I; L^p(\Omega))} \]
\[ \leq c_d \| \bar{u} - \tilde{u} \|_{L^2(I; L^p(\Omega))} \leq \frac{c_d \alpha^{-\frac{1}{2}}}{3 - p} \| \tilde{u} \|_{L^2(I; L^p(\Omega))} \]
\[ \leq \frac{c_d \alpha^{-\frac{1}{2}}}{3 - p} \| \tilde{u} \|_{L^2(I; L^p(\Omega))}. \]

Using the fact that \( H^1(I; L^p(B_d)) \hookrightarrow L^1(I; L^p(B_d)) \) for all \( 1 \leq t \leq \infty \) we obtain by Lemma 2.7(b) and (e)
\[ L^2(I; W^{2,p}(B_d)) \cap H^1(I; L^p(B_d)) \hookrightarrow L^2(I; W^{2,p}(B_d)) \cap L^1(I; L^p(B_d)) \hookrightarrow L^3(I; [L^p(B_d), W^{2,p}(B_d)]_\theta) \]
\[ \hookrightarrow L^3(I; W^{2,0,p}(B_d)) \quad \text{for all } 0 \leq \theta < \frac{2}{3}, \]

It is possible to choose \( \theta \in (0, \frac{3}{4}) \) and \( p \in (1, 3) \), e.g., \( \theta = \frac{3}{4}, p = \frac{8}{3} \), such that
\[ 2\theta - \frac{3}{p} > 0 \]

and therefore \( W^{2,0,p}(B_d) \hookrightarrow C(\overline{B_d}). \) Hence, \( \bar{z} \in L^3(I; C(\overline{B_d})). \) By the optimality condition (2.15) we obtain \( \tilde{q} \in L^3(I) \) and
\[ \| \tilde{q} \|_{L^3(I)} \leq \alpha^{-1} \| \bar{z} \|_{L^3(I; C(\overline{B_d}))} \leq c_d \alpha^{-\frac{1}{2}} \| \tilde{u} \|_{L^2(I; L^p(\Omega))}. \]

**Step 2:** Using the previous estimate, we obtain again by the estimate (2.9) from Theorem 2.6 that \( \bar{u} \in L^3(I; L^p(\Omega)) \) for all \( 1 < p < 3 \) and
\[ \| \bar{u} \|_{L^3(I; L^p(\Omega))} \leq \frac{c}{3 - p} \| \tilde{q} \|_{L^3(I)} \leq \frac{c_d \alpha^{-\frac{1}{2}}}{3 - p} \| \tilde{u} \|_{L^2(I; L^p(\Omega))}. \]

Then applying Lemma 2.4 to the adjoint equation we obtain
\[ \tilde{z} \in L^3(I; W^{2,p}(B_d)) \cap W^{1,3}(I; L^p(B_d)) \]
\[ \| \tilde{z} \|_{L^3(I; W^{2,p}(B_d))} + \| \tilde{z} \|_{W^{1,3}(I; L^p(B_d))} \leq c \| \bar{u} - \tilde{u} \|_{L^3(I; L^p(B_d))} + c d^{-\frac{3}{2}} \| \bar{u} - \tilde{u} \|_{L^2(I; L^p(\Omega))} \]
\[ \leq c_d \| \bar{u} - \tilde{u} \|_{L^3(I; L^p(\Omega))} \leq \frac{c_d \alpha^{-\frac{1}{2}}}{3 - p} \| \tilde{u} \|_{L^3(I; L^p(\Omega))}. \]

In contrast to the procedure in the first step, we use here the embedding (a) from Lemma 2.7 and obtain together with (c) and (e) from Lemma 2.7
\[ \tilde{z} \in C^\beta(I, (L^p(B_d), W^{2,p}(B_d))_{\theta,1}) \hookrightarrow C^\beta(I, [L^p(B_d), W^{2,p}(B_d)]_{\theta}) \hookrightarrow C^\beta(I, W^{2,0,p}(B_d)) \]
with \( \beta = \frac{3}{4} - \theta \) for all \( 0 \leq \theta < \frac{2}{3} \). It is possible to choose \( \theta \in (0, \frac{3}{4}) \) and \( p \in (1, 3) \), e.g., \( \theta = \frac{3}{4}, p = \frac{8}{3} \), such that
\[ 2\theta - \frac{3}{p} > 0 \]

and therefore \( W^{2,0,p}(B_d) \hookrightarrow C(\overline{B_d}). \) Hence, \( \tilde{z} \in L^\infty(I; C(\overline{B_d})). \) By the optimality condition (2.15) we obtain \( \bar{q} \in L^\infty(I) \) and
\[ \| \bar{q} \|_{L^\infty(I)} \leq c_d \alpha^{-\frac{1}{2}} \| \tilde{u} \|_{L^3(I; L^p(\Omega))}. \]

**Step 3:** By the above result (2.16) and by Theorem 2.6 we obtain \( \bar{u} \in L^r(I; W^{0,1,s}(\Omega)) \cap W^{1,r}(I; W^{-1,s}(\Omega)) \) for all \( 1 < s < \frac{3}{4} \) and all \( 1 < r < \infty \) and the desired estimate (a):
\[ \| \bar{u} \|_{L^r(I; W^{0,1,s}(\Omega))} + \| \bar{u} \|_{W^{1,r}(I; W^{-1,s}(\Omega))} \leq \frac{c_r}{2 - s} \| \tilde{q} \|_{L^r(I)} \leq \frac{c_r}{2 - s} \| \tilde{q} \|_{L^\infty(I)} \leq \frac{c_r c_d \alpha^{-\frac{1}{2}}}{2 - s} \| \tilde{u} \|_{L^3(I; L^p(\Omega))}. \]
Similarly, again by Theorem 2.6 we obtain \( \tilde{u} \in L'(I; L^p(\Omega)) \) for all \( 1 < p < 3 \) and the desired estimate (b).

Using the interpolation and embedding results (a) and (d) from Lemma 2.7 we obtain

\[
L'(I; W^{1,s}_0(\Omega)) \cap W^{1,r}(I; W^{-1,s}(\Omega)) \hookrightarrow C^\beta(I; W^{2\beta-1,s}(\Omega))
\]

which holds for \( 0 < \beta = 1 - \frac{1}{p} - \theta \). We choose

\[
\theta_s = \frac{1}{2} + \frac{3 - s}{s}
\]

and obtain by the Sobolev embedding \( W^{2\beta-1,s}(\Omega) \hookrightarrow L^\frac{5}{2}(\Omega) \). For \( \frac{6}{5} < s < \frac{3}{2} \) we choose

\[
\tau_s = \frac{s}{s - \frac{3}{2}}
\]

which fulfills

\[
\beta_s = 1 - \frac{1}{\tau_s} - \theta_s = \frac{1}{2} - \frac{2(\frac{3}{2} - s)}{s} \in \left( 0, \frac{1}{2} \right).
\]

and therefore

\[
\tilde{u} \in C^{\beta_s}(I; L^\frac{5}{2}(\Omega)) \quad \text{for} \quad \beta_s = \frac{1}{2} - \frac{2(\frac{3}{2} - s)}{s}
\]

with

\[
\|\tilde{u}\|_{C^{\beta_s}(I; L^\frac{5}{2}(\Omega))} \leq \frac{c_{r_s}}{s - \gamma} \|\tilde{u}\|_{L^3(I; L^3(\Omega))} \leq \frac{c_{d_\gamma^2}}{(\frac{3}{2} - s)^2} \|\tilde{u}\|_{L^3(I; L^3(\Omega))}.
\]

For each \( \gamma < \frac{3}{2} \) we express \( s \) in terms of \( \gamma = \beta_s \) and obtain

\[
\|\tilde{u}\|_{C^{\gamma}(I; L^\frac{5}{2}(\Omega))} \leq \frac{c_{d_\gamma^2}}{(\frac{3}{2} - \gamma)^2} \|\tilde{u}\|_{L^3(I; L^3(\Omega))}.
\]

**Step 4:** Using already proven estimate (b) and applying Lemma 2.4 to the adjoint equation (2.14) we obtain \( z \in L'(I; W^{2,p}(B_d)) \cap W^{1,r}(I; L^p(B_d)) \) and

\[
\|z\|_{L'(I; W^{2,p}(B_d))} + \|z\|_{W^{1,r}(I; L^p(B_d))} \leq c_{r_d}^2 \|\tilde{u} - \tilde{u}\|_{L^1(I; L^p(B_d))} + c_{d_\gamma^2}^2 d^{-\gamma(\frac{5}{2} - \frac{3}{p})} \|\tilde{u} - \tilde{u}\|_{L^3(I; L^3(\Omega))}
\]

\[
\leq c_{r_d}^2 c_d \|\tilde{u} - \tilde{u}\|_{L^3(I; L^3(\Omega))} \leq \frac{c_{r_d}^2 c_d}{3 - p} \|\tilde{u}\|_{L^\infty(I; L^3(\Omega))},
\]

which gives (d). As in Step 2, we use here the embedding (a) from Lemma 2.7 and obtain together with (c) and (e) from Lemma 2.7

\[
z \in C^\beta(I, (L^p(B_d), W^{2,p}(B_d))_{0,1}) \hookrightarrow C^\beta(I, [L^p(B_d), W^{2,p}(B_d)]_0) \hookrightarrow C^\beta(I, W^{2\beta,p}(B_d))
\]

for all \( 0 < \beta = 1 - \frac{1}{p} - \theta \). We choose

\[
\theta_p = \frac{1}{2} + \frac{3 - p}{p}
\]

resulting in

\[
2\theta_p - \frac{3}{p} = \frac{3 - p}{p} > 0.
\]

Therefore by embedding (2.3) we have \( z \in C^\beta(I; C(B_d)) \) with

\[
\|z\|_{C^\beta(I; C(B_d))} \leq \frac{c}{3 - p} \|z\|_{C^\beta(I, W^{2,p}(B_d))} \leq \frac{c_{r_d}^2 c_d}{(3 - p)^2} \|\tilde{u}\|_{L^\infty(I; L^3(\Omega))}
\]
for $\beta = \frac{1}{2} - \frac{1}{2} - \frac{3-p}{p}$ and $r$ such that $\beta > 0$. For $\frac{12}{3} < p < 3$ we choose $r_p = \frac{p}{3-p}$ and obtain

$$\beta_p = \frac{1}{2} - \frac{2 (3 - p)}{p} \in \left(0, \frac{1}{2}\right)$$

and

$$\|z\|_{C^{\beta_p}([I, C(\mathcal{P}_d)])} \leq \frac{c_d \alpha^{-\frac{2}{3}}}{(3 - p)^{\frac{5}{3}}} \|\hat{u}\|_{L^\infty(I; L^3(\Omega))}.$$  

For each $\gamma < \frac{1}{2}$ we express $p$ in terms of $\gamma = \beta_p$ and obtain

$$\|z\|_{C^\gamma([I, C(\mathcal{P}_d)])} \leq \frac{c_d \alpha^{-\frac{2}{3}}}{(1 - \gamma)^{\frac{5}{3}}} \|\hat{u}\|_{L^\infty(I; L^3(\Omega))}.$$  

Using again the optimality condition (2.15) and the stability of the projection operator $P_{Q_d}$ in $C^\gamma$ we obtain $\hat{q} \in C^\gamma(I)$ for all $0 \leq \gamma < \frac{1}{2}$ with

$$\|\hat{q}\|_{C^\gamma(I)} \leq \frac{c_d \alpha^{-\frac{2}{3}}}{(1 - \gamma)^{\frac{5}{3}}} \|\hat{u}\|_{L^\infty(I; L^3(\Omega))}.$$  

The last two inequalities result in the desired estimate (e).  

3. Discretization and best approximation results. For the discretization of the problem under consideration we introduce a partition of $I = [0, T]$ into subintervals $I_m = (t_{m-1}, t_m]$ of length $k_m = t_m - t_{m-1}$, where $0 = t_0 < t_1 < \cdots < t_{M-1} < t_M = T$. The maximal time step is denoted by $k = \max_m k_m$. We impose the following conditions on the time mesh. cf. [35].

(i) There are constants $c, \gamma > 0$ independent on $k$ such that

$$\min_{m=1,2,...,M} k_m \geq ck^\gamma.$$  

(ii) There is a constant $\kappa > 0$ independent on $k$ such that for all $m = 1, 2, \ldots, M - 1$

$$\kappa^{-1} \leq \frac{k_m}{k_{m+1}} \leq \kappa.$$  

(iii) It holds $k \leq \frac{1}{4} \min(T, 1)$.

The semidiscrete space $X_0^0$ of piecewise constant functions in time is defined by

$$X_0^0 = \{v_k \in L^2(I; H^1_0(\Omega)) : v_k|_{I_m} \in \mathcal{P}_0(H^1_0(\Omega)), m = 1, 2, \ldots, M\},$$

where $\mathcal{P}_0(V)$ is the space of constant functions in time with values in $V$. We will employ the following notation for functions in $X_0^0$

$$v^+_m = \lim_{\varepsilon \to 0^+} v(t_m + \varepsilon) := v_{m+1}, \quad v^-_m = \lim_{\varepsilon \to 0^+} v(t_m - \varepsilon) = v(t_m) := v_m, \quad [v]_m = v^+_m - v^-_m. \quad (3.1)$$

Let $T$ denote a quasi-uniform triangulation of $\Omega$ with mesh size $h$, i.e., $T = \{\tau\}$ is a partition of $\Omega$ into tetrahedrons (cells) $\tau$ of diameter $h_\tau$ such that for $h = \max_\tau h_\tau$,

$$\text{diam}(\tau) \leq h \leq \varepsilon |\tau|^{\frac{1}{3}}, \quad \forall \tau \in T$$

hold. Let $V_h$ be the set of all functions in $H^1_0(\Omega)$ that are linear on each $\tau$, i.e. $V_h$ is the usual space of linear finite elements, and let $i_h : C_0(\Omega) \to V_h$ be the usual nodal interpolant.

To obtain the fully discrete approximation we consider the space-time finite element space

$$X_{0,h} = \{v_{kh} \in X_0^0 : v_{kh}|_{I_m} \in \mathcal{P}_0(V_h), m = 1, 2, \ldots, M\}. \quad (3.2)$$

We will also need the following semidiscrete interpolant $\pi_h : C(I; H^1_0(\Omega)) \to X_0^0$ defined by

$$\pi_h v|_{I_m}(\cdot) = v(t_m, \cdot), \quad m = 1, 2, \ldots, M, \quad (3.3)$$
and the semidiscrete $L^2$ projection $P_k : L^2(I; H^1(\Omega)) \to X^0_k$ defined by

$$P_kv|_{I_m}(\cdot) = \frac{1}{k_m} \int_{I_m} v(t, \cdot) \, dt, \quad m = 1, 2, \ldots, M.$$  

(3.4)

To introduce the cG(1)dG(0) discretization we define the following bilinear form

$$B(v, \varphi) = \sum_{m=1}^{M} \langle v, \varphi \rangle_{I_m \times \Omega} + \langle \nabla v, \nabla \varphi \rangle_{I \times \Omega} + \sum_{m=2}^{M} \left( [v]_{m-1}, \varphi^{+}_{m-1} \right)_{\Omega} + \left( v^+_0, \varphi^+_0 \right)_{\Omega},$$

(3.5)

where $\langle \cdot, \cdot \rangle_{I_m \times \Omega}$ is the duality product between $L^2(I_m; W^{-1,s}(\Omega))$ and $L^2(I_m; W^{1,s'}(\Omega))$. We note, that the first sum vanishes for $v \in X^0_k$. Rearranging the terms in (3.5), we obtain an equivalent (dual) expression of $B$:

$$B(v, \varphi) = - \sum_{m=1}^{M} \langle v, \varphi_t \rangle_{I_m \times \Omega} + \langle \nabla v, \nabla \varphi \rangle_{I \times \Omega} - \sum_{m=1}^{M-1} \left( v^-_m, [\varphi]_m \right)_{\Omega} + \left( v^-_M, \varphi^-_M \right)_{\Omega}.$$  

(3.6)

For the solution $v$ of the auxiliary equation (2.1) we consider its dG(0) semidiscrete (in time) approximation $v_k \in X^0_k$ and its cG(1)dG(0) fully discrete approximation $v_{kh} \in X^{0,1}_{k,h}$ defined as

$$B(v_k, \varphi_k) = (f, \varphi_k)_{I \times \Omega} \quad \text{for all } \varphi_k \in X^0_k,$$

(3.7)

and

$$B(v_{kh}, \varphi_{kh}) = (f, \varphi_{kh})_{I \times \Omega} \quad \text{for all } \varphi_{kh} \in X^{0,1}_{k,h}.$$  

(3.8)

Since this method leads to a consistent discretization, we have the following Galerkin orthogonality relations,

$$B(v - v_k, \varphi_k) = 0 \quad \text{for all } \varphi_k \in X^0_k,$$

and

$$B(v - v_{kh}, \varphi_{kh}) = 0 \quad \text{for all } \varphi_{kh} \in X^{0,1}_{k,h}.$$  

In the sequel we will use the following semidiscrete and fully discrete maximal parabolic regularity results from [3].

**Theorem 3.1** (Theorem 2 in [3]). Let $f \in L^r(I; L^p(\Omega))$, $1 \leq r, p \leq \infty$ and let $v_k \in X^0_k$ be the solution of (3.7). There exist a constant $c$ independent of $k$ and $f$ such that

$$\|\Delta v_k\|_{L^r(I; L^p(\Omega))} \leq c \ln \frac{T}{k} \|f\|_{L^r(I; L^p(\Omega))}.$$  

**Theorem 3.2** (Theorem 11 in [3]). Let $f \in L^r(I; L^p(\Omega))$, $1 \leq r, p \leq \infty$ and let $v_{kh} \in X^{0,1}_{k,h}$ be the solution of (3.8). There exist a constant $c$ independent of $k$ and $f$ such that

$$\|\Delta_h v_{kh}\|_{L^r(I; L^p(\Omega))} \leq c \ln \frac{T}{k} \|f\|_{L^r(I; L^p(\Omega))},$$

where $\Delta_h : V_h \to V_h$ is the discrete Laplace operator which is defined later in (3.6).

In the following we establish global and local best approximation type results in the $L^\infty(\Omega; L^2(I))$ norm. These results constitute the main technical tools for proving our main result.

**Theorem 3.3** (Global best approximation). Let $v$, $v_k$, and $v_{kh}$ satisfy (2.1), (3.7) and (3.8) respectively. There exists a constant $c$ independent of $k$, $h$ and $v$ such that for any $1 \leq p \leq \infty$ the estimates

$$\|v - v_{kh}\|_{L^\infty(\Omega; L^2(I))} \leq c \left( \ln \frac{T}{k} \right)^2 |\ln h|^2 \inf_{\chi \in X^0_{k,h}} \left( \|v - \chi\|^2_{L^2(I; L^\infty(\Omega))} + h^{-\frac{p}{2}} \|\pi_k v - \chi\|^2_{L^2(I; L^p(\Omega))} \right)$$

and

$$\|v_k - v_{kh}\|_{L^\infty(\Omega; L^2(I))} \leq c \left( \ln \frac{T}{k} \right)^2 |\ln h|^2 \inf_{\chi \in X^0_{k,h}} \|v_k - \chi\|^2_{L^2(I; L^\infty(\Omega))}$$
Note that the jump terms involving $u$ cf. [30] and [25]. With standard arguments, one proves the existence of a unique solution $Q$ where $J$ holds.

Using the weak formulation for $u$ and the discrete optimal control, the Galerkin orthogonality holds:

\[ \| q_k - q \|_{L^2(\Omega)}^2 + \| q_k \|_{L^2(\Omega)}^2 + h^2 \| \nabla (q - \chi) \|_{L^2(\Omega)}^2 \] (3.9)

and

\[ \int_0^T \| (v_k - v_{kh})(t, x_0) \|_{L^2(\Omega)}^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \| h \| \inf_{\chi \in X_{k,h}^{0,1}} \left\{ \| v_k - \chi \|_{L^2(\Omega)}^2 \right\} + h^2 \| \nabla (v - \chi) \|_{L^2(\Omega)}^2 \] (3.10)

hold.

The proof of this theorem is given in Section 7.

4. Discretization of the optimal control problem. In this section, we describe the discretization of the optimal control problem (1.1)-(1.2) and prove an estimate for the error $\| q - \bar{q}_{kh} \|_{L^2(\Omega)}$ between the continuous and the discrete optimal control.

We start with the discretization of the state equation. For a given control $q \in Q$ we define the corresponding discrete state $u_{kh} = u_{kh}(q) \in X_{k,h}^{0,1}$ by

\[ B(u_{kh}, \varphi_{kh}) = \int_0^T q(t) \varphi_{kh}(t, x_0) dt \quad \text{for all } \varphi_{kh} \in X_{k,h}^{0,1}. \] (4.1)

Using the weak formulation for $u = u(q)$ from Theorem 2.6, we obtain that this discretization is consistent, i.e. the Galerkin orthogonality holds:

\[ B(u - u_{kh}, \varphi_{kh}) = 0 \quad \text{for all } \varphi_{kh} \in X_{k,h}^{0,1}. \]

Note that the jump terms involving $u$ vanish due to the fact that $u \in C(\bar{\Omega}, W^{-1,*}(\Omega))$ and $\varphi_{kh,m} \in W^{1,\infty}(\Omega)$.

As on the continuous level, we define the discrete reduced cost functional $j_{kh}: Q \rightarrow \mathbb{R}$ by

\[ j_{kh}(q) = J(q, u_{kh}(q)), \]

where $J$ is the cost functional in (1.1). The discretized optimal control problem is then given as

\[ \min j_{kh}(q), \quad q \in Q_{ad}, \] (4.2)

where $Q_{ad}$ is the set of admissible controls (2.11). We note that the control variable $q$ is not explicitly discretized, cf. [20] and [25]. With standard arguments, one proves the existence of a unique solution $\bar{q}_{kh} \in Q_{ad}$ of (4.2). Due to convexity of the problem, the following condition is necessary and sufficient for optimality:

\[ j'_{kh}(\bar{q}_{kh})(\delta q - \bar{q}_{kh}) \geq 0 \quad \text{for all } \delta q \in Q_{ad}. \] (4.3)
As on the continuous level, the directional derivative \( j'_{kh}(q)(\delta q) \) for given \( q, \delta q \in Q \) can be expressed as
\[
j'_{kh}(q)(\delta q) = \int_I (\alpha(t) + z_{kh}(t, x_0)) \delta q(t) \, dt,
\]
where \( z_{kh} = z_{kh}(q) \in X_{kh}^{0,1} \) is the solution of the discrete adjoint equation
\[
B(\varphi_{kh}, z_{kh}) = (u_{kh}(q) - \bar{u}, \varphi_{kh})_{l x \Omega} \quad \text{for all} \quad \varphi_{kh} \in X_{kh}^{0,1}.
\]
The discrete adjoint state corresponding to the discrete optimal control \( \bar{q}_{kh} \) is denoted by \( \bar{z}_{kh} = z_{kh}(\bar{q}_{kh}) \). The variational inequality (4.3) is equivalent to the following pointwise projection formula, cf. (2.15),
\[
\bar{q}_{kh} = P_{Q_{\text{ad}}} \left( -\frac{1}{\alpha} \bar{z}_{kh}(\cdot, x_0) \right).
\]
Due to the fact that \( \bar{z}_{kh} \in X_{kh}^{0,1} \), we have that \( \bar{z}_{kh}(\cdot, x_0) \) is piecewise constant and therefore, by the projection formula, also \( \bar{q}_{kh} \) is piecewise constant.

To prove an estimate for the error \( ||\bar{q} - \bar{q}_{kh}||_{L^2(I)} \), we first need estimates for the error in the state and in the adjoint variables corresponding to the optimal control \( \bar{q} \). Due to the structure of the optimality conditions, we will have to estimate the error \( \|\bar{z} - \bar{z}_{kh}\|_{L^2(I)} \), where \( \bar{z} = z(q) \) and \( \bar{z}_{kh} = z_{kh}(\bar{q}) \). Note, that \( \bar{z}_{kh} \) is not the Galerkin projection of \( \bar{z} \) due to the fact that the right-hand side of the adjoint equation (2.14) involves \( \bar{u} = u(q) \) and the right-hand side of the discrete adjoint equation for \( \bar{z}_{kh} \) involves \( \bar{u}_{kh} = u_{kh}(q) \), see the details below. To obtain an estimate of optimal order, we will first estimate the error \( \bar{u} - \bar{u}_{kh} \) with respect to the \( L^2(I; L^2(\Omega)) \) norm. In the two-dimensional case, the appropriate choice is the \( L^2(I; L^2(\Omega)) \) norm, see [30]. Note that an \( L^2(I \times \Omega) \) estimate would not lead to an optimal result.

**Theorem 4.1.** Let \( \bar{q} \) be the optimal control and let \( \bar{u} = u(q) \) be the optimal state. Let moreover, \( \bar{u}_{kh} = u_{kh}(\bar{q}) \in X_{kh}^{0,1} \) be the solution of the discrete state equation (4.1) with \( q = \bar{q} \). Then the following estimate holds
\[
\|\bar{u} - \bar{u}_{kh}\|_{L^2(I; L^2(\Omega))} \leq c_d \alpha^{-\frac{3}{2}} \left( \ln \frac{T}{h} \right)^3 \left( \alpha - 2 \delta \eta \right) \|\bar{u}\|_{L^2(I; L^2(\Omega))},
\]
where \( c_d \) is a constant depending on the radius \( d > 4h \) of the largest ball centered at \( x_0 \) that is contained in \( \Omega \).

**Proof.** First we introduce \( \bar{u}_k \in X_{kh}^{0,1} \), which is the semidiscrete approximation of \( \bar{u} \) defined by
\[
B(\bar{u}_k - \bar{u}_{kh}, \varphi_k) = 0 \quad \text{for all} \quad \varphi_k \in X_{kh}^0.
\]
By the triangle inequality, we have
\[
\|\bar{u} - \bar{u}_{kh}\|_{L^2(I; L^2(\Omega))} \leq \|\bar{u} - \bar{u}_k\|_{L^2(I; L^2(\Omega))} + \|\bar{u}_k - \bar{u}_{kh}\|_{L^2(I; L^2(\Omega))}.
\]
We estimate both terms on the right hand side separately. Further, we decompose the error \( e_k := \bar{u} - \bar{u}_k \) as
\[
e_k := \bar{u} - \bar{u}_k = (\bar{u} - \pi_k \bar{u}) + (\pi_k \bar{u} - \bar{u}_k) =: \xi_k + \eta_k.
\]
A direct consequence of the semidiscrete maximal parabolic regularity result from Theorem 2.1 is the almost best approximation with respect to the \( L^2(I; L^2(\Omega)) \) norm, see [31] Theorem 9). It says that
\[
||e_k||_{L^2(I; L^2(\Omega))} \leq c \ln \frac{T}{h} \||\xi_k||_{L^2(I; L^2(\Omega))}.
\]
To estimate the interpolation error \( \xi_k \) we use the regularity result \( \bar{u} \in C^\gamma(I; L^2(\Omega)) \) from Theorem 2.9 (c). We note, that the pointwise interpolant \( \pi_k \bar{u} \) is well-defined. We choose
\[
\gamma = \gamma_k = \frac{1}{2} - |\ln k|^{-1}
\]
and therefore by the estimate (c) from Theorem 2.9
\[
||\xi_k||_{L^2(I; L^2(\Omega))} \leq c k^{\gamma_k} ||\bar{u}||_{C^{\gamma_k}(I; L^2(\Omega))} \leq c_d k^{\frac{1}{2}} ||\bar{u}||_{L^2(I; L^2(\Omega))},
\]
where
\[
\|\bar{u}\|_{L^2(I; L^2(\Omega))} \leq c_d \alpha^{-\frac{3}{2}} \left( \ln \frac{T}{h} \right)^3 \left( \alpha - 2 \delta \eta \right) ||\bar{u}\|_{L^2(I; L^2(\Omega))}.
\]
resulting in
\[ \|e_k\|_{L^2(I; L^2(\Omega))} \leq c_d \alpha^{-\frac{1}{2}} k^\frac{1}{2} \left( \ln \frac{T}{K} \right)^{\frac{3}{2}} \|u\|_{L^2(I; L^3(\Omega))}, \] (4.6)
where we used \( |\ln k| \leq \ln \frac{T}{K} \). It remains to estimate \( e_h := \hat{u}_h - \hat{u}_{kh} \). To this end we obtain by duality
\[ \|e_h\|_{L^2(I; L^2(\Omega))} = \sup_{\psi \in L^2(I; L^3(\Omega))} \|e_h, \psi\|. \]

For such fixed \( \psi \in L^2(I; L^3(\Omega)) \) we introduce \( y_k \in X_h \) satisfying
\[ B(\varphi_k, y_k) = (\psi, \varphi_k) \quad \text{for all } \varphi_k \in X_h, \] (4.7)
and its fully discrete analog \( y_{kh} \in X_{h,h} \) by
\[ B(\varphi_{kh}, y_{kh}) = (\psi, \varphi_{kh}) \quad \text{for all } \varphi_{kh} \in X_{h,h}. \]

Thus applying the estimate (3.10) from Theorem 3.4 we obtain
\[
(e_h, \psi) = (\hat{u}_h, \psi) - (\hat{u}_{kh}, \psi) = B(\hat{u}_h, y_k) - B(\hat{u}_{kh}, y_{kh}) = \int_I \bar{q}(t) (y_k(t, x_0) - y_{kh}(t, x_0)) dt \]
\[
\leq \|\bar{q}\|_{L^2(I)} \left( \int_I (y_k(t, x_0) - y_{kh}(t, x_0))^2 dt \right)^{\frac{3}{2}} \]
\[
\leq c \ln \frac{T}{K} \|\bar{q}\|_{L^2(I)} \left( \|y_k - i_h y_k\|_{L^2(I; L^\infty(B_{2}))} + d^{-\frac{1}{2}} \|y_k - i_h y_k\|_{L^2(I; L^2(\Omega))} \right) + d^{-\frac{1}{2}} h \|\nabla (y_k - i_h y_k)\|_{L^2(I; L^2(\Omega))} \]
\[
\leq c \ln \frac{T}{K} \|\bar{q}\|_{L^2(I)} \left( \|y_k\|_{L^2(I; W^{2,3}(B_{3}))} + h^2 d^{-\frac{1}{2}} \|y_k\|_{L^2(I; H^2(\Omega))} \right) + d^{-\frac{1}{2}} h \|\psi\|_{L^2(I; L^2(\Omega))}, \]
(4.8)
where in the last step we used the standard semidiscrete stability result, see, e.g., (36) Theorem 4.1 and \( h < cd \).

Using the local elliptic estimate from Lemma 2.3 we obtain
\[
\|y_k\|_{L^2(I; W^{2,3}(B_{3}))} \leq c \|\Delta y_k\|_{L^2(I; L^2(\Omega))} + cd^{-\frac{1}{2}} \|\Delta y_k\|_{L^2(I; L^2(\Omega))} \leq c \|\Delta y_k\|_{L^2(I; L^3(\Omega))} + cd^{-\frac{1}{2}} \|\Delta y_k\|_{L^2(I; L^2(\Omega))} \leq c \ln \frac{T}{K} \|\psi\|_{L^2(I; L^2(\Omega))} + cd^{-\frac{1}{2}} \|\psi\|_{L^2(I; L^2(\Omega))},
\]
where in the last step we used the semidiscrete maximal parabolic regularity result from Theorem 3.1 Inserting this into (4.8) we get
\[
(e_h, \psi) \leq c \left( \ln \frac{T}{K} \right)^2 d^{-\frac{1}{2}} h \|\ln h\|_{L^2(I)} \|\bar{q}\|_{L^2(I)} \|\psi\|_{L^2(I; L^2(\Omega))}. \]

Using the estimate from Lemma 2.8 we obtain
\[
\|\hat{u}_k - \hat{u}_{kh}\|_{L^2(I; L^2(\Omega))} \leq c_d \alpha^{-\frac{1}{2}} \left( \ln \frac{T}{K} \right)^2 h \|\ln h\|_{L^2(I)} \|\hat{u}\|_{L^2(I; L^2(\Omega))}. \]

Combining the above estimate with (4.6), we complete the proof. \( \square \)

In the next theorem we estimate the error in the adjoint state.

**Theorem 4.2.** Let \( \bar{q} \) be the optimal control, let \( \bar{u} = u(\bar{q}) \) be the optimal state and \( \bar{z} = z(\bar{q}) \) the optimal adjoint state. Let moreover \( \hat{u}_{kh} = u_{kh}(\bar{q}) \in X_{h,h} \) be the solution of the discrete state equation (4.1) with \( q = \bar{q} \)
and \( \hat{z}_{kh} = z_{kh}(\bar{q}) \) be the corresponding discrete adjoint state, i.e. the solution of (4.5) with the right-hand side \( \hat{u}_{kh} - \bar{u} \). Then the following estimate holds

\[
\left( \int_0^T (\hat{z}(t, x_0) - \hat{z}_{kh}(t, x_0))^2 dt \right)^{\frac{1}{2}} \leq c_d \alpha^{-\frac{2}{3}} \left( \ln \left( \frac{T}{h} \right) \right)^{\frac{6}{5}} |h|^{\frac{2}{5}} \left( k^\frac{1}{2} + h \right) \| \bar{u} \|_{L^\infty(I; L^2(\Omega))},
\]

where \( c_d \) is a constant depending on the radius \( d > 4h \) of the largest ball centered at \( x_0 \) that is contained in \( \Omega \).

**Proof.** We introduce the Galerkin projection \( \hat{z}_{kh} \in X_{k,h}^{0,1} \) of \( \hat{z} \) by

\[
B(\varphi_{kh}, \bar{z} - \hat{z}_{kh}) = 0 \quad \text{for all} \quad \varphi_{kh} \in X_{k,h}^{0,1}
\]

and will estimate the errors \( \bar{z} - \hat{z}_{kh} \) and \( \hat{z}_{kh} - \hat{z} \) separately.

**Step 1: Estimate for** \( \int_0^T (\hat{z}(t, x_0) - \hat{z}_{kh}(t, x_0))^2 dt \). For this error we apply directly the estimate (3.9) from Theorem 3.4 with \( p = \infty \) resulting in

\[
\int_0^T \| (\hat{z} - \hat{z}_{kh})(t, x_0) \|^2 dt \leq c \left( \ln \left( \frac{T}{h} \right) \right)^{\frac{2}{5}} |h|^{\frac{2}{5}} \| \bar{u} \|_{L^\infty(I; L^2(\Omega))} + d^{-\frac{3}{5}} \left( \| \bar{z} - \chi \|_{L^2(I; L^3(\Omega))} + \| \pi_k \bar{z} - \chi \|_{L^2(I; L^3(\Omega))} + h^2 \| \nabla (\bar{z} - \chi) \|_{L^2(I; L^2(\Omega))} \right).
\]

We choose \( \chi = P_k i_h \bar{z} \), where \( P_k \) is the semidiscrete \( L^2 \) projection, see (3.4), and \( i_h \) is the nodewise interpolant. Note, that \( i_h \bar{z} \) is well-defined since \( \bar{z} \in L^2(I; H^2(\Omega)) \). For the first local term in (4.9) we obtain

\[
\| \bar{z} - P_k i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq \| \bar{z} - P_k \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} + \| P_k (\bar{z} - i_h \bar{z}) \|_{L^2(I; L^\infty(B_d(x_0)))} \\
\leq \| \bar{z} - P_k \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} + c \| \bar{z} - i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))}.
\]

where we have used the stability of \( P_k \) with respect to the \( L^2(I; L^\infty(B_d(x_0))) \) norm. For the second local term there holds

\[
\| \pi_k \bar{z} - P_k i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq \| P_k (\pi_k \bar{z} - \bar{z}) \|_{L^2(I; L^\infty(B_d(x_0)))} + \| P_k (\bar{z} - i_h \bar{z}) \|_{L^2(I; L^\infty(B_d(x_0)))} \\
\leq c \| \pi_k \bar{z} - \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} + c \| \bar{z} - i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))}.
\]

Therefore both local terms in (4.9) can be estimated as

\[
\| \bar{z} - \chi \|_{L^2(I; L^\infty(B_d(x_0)))} + \| \pi_k \bar{z} - \chi \|_{L^2(I; L^\infty(B_d(x_0)))} \leq c \| \bar{z} - \pi_k \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} + c \| \bar{z} - i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))}.
\]

The first term on the right-hand side of (4.10) is estimated by

\[
\| \bar{z} - \pi_k \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq c k^\gamma \| \bar{z} \|_{C^\gamma(I; C(\bar{\Omega}))}
\]

using the regularity result (e) from Theorem 2.9. We choose \( \gamma = \frac{1}{2} - c_0 |\ln k|^{-1} \) and obtain by the estimate (e) from Theorem 2.9

\[
\| \bar{z} - \pi_k \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq c_d k^\frac{1}{2} \left( \ln \left( \frac{T}{h} \right) \right)^{\frac{6}{5}} |h|^{\frac{2}{5}} \alpha^{-\frac{2}{3}} \| \bar{u} \|_{L^\infty(I; L^3(\Omega))}.
\]

For the second term on the right-hand side of (4.10) we obtain

\[
\| \bar{z} - i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq c d |\ln h| |\alpha^{-\frac{2}{3}} \| \bar{u} \|_{L^\infty(I; L^3(\Omega))}.
\]

We choose \( p = 3 - |\ln h|^{-1} \) and \( r = 2 \) in the estimate (d) from Theorem 2.9 and obtain

\[
\| \bar{z} - i_h \bar{z} \|_{L^2(I; L^\infty(B_d(x_0)))} \leq c_d h |\ln h| |\alpha^{-\frac{2}{3}} \| \bar{u} \|_{L^\infty(I; L^3(\Omega))}.
\]
Inserting (4.11) and (4.12) into (4.10) we get
\[
\|\bar{z} - \chi\|_{L^2(I; L^\infty(B_d(x_0)))}^2 + \|\pi_k \bar{z} - \chi\|_{L^2(I; L^\infty(B_d(x_0)))}^2 \leq c_d \alpha^{-5} \left( k \left( \ln \frac{T}{k} \right)^2 + h^2 |\ln h|^2 \right) \|\bar{u}\|_{L^\infty(I; L^\infty(\Omega))}^2.
\] (4.13)

Next we consider the global terms from (4.9). Arguing as before and exploiting the stability of \(P_k\) with respect to the \(L^2(I; L^2(\Omega))\) norm we obtain
\[
\|\bar{z} - \chi\|_{L^2(I; L^2(\Omega))}^2 + \|\pi_k \bar{z} - \chi\|_{L^2(I; L^2(\Omega))}^2 + h^2 \|\nabla(\bar{z} - \chi)\|_{L^2(I; L^2(\Omega))}^2 \\
\leq c\|\bar{z} - \pi_k \bar{z}\|_{L^2(I; L^2(\Omega))}^2 + c\|\bar{z} - \pi_k \bar{z}\|_{L^2(I; L^2(\Omega))}^2 \\
+ ch^2 \|\nabla(\bar{z} - \pi_k \bar{z})\|_{L^2(I; L^2(\Omega))}^2 + ch^2 \|\nabla(\bar{z} - \pi_k \bar{z})\|_{L^2(I; L^2(\Omega))}^2.
\] (4.14)

Using that \(\bar{z} \in L^2(I; H^2(\Omega)) \cap L^2(I; H^1(\Omega)) \cap L^2(I; L^2(\Omega))\) we apply standard estimates for the first three terms on the right-hand side of (4.14) and the estimate from [28, Lemma 3.13] for the last term resulting in
\[
\|\bar{z} - \chi\|_{L^2(I; L^2(\Omega))}^2 + \|\pi_k \bar{z} - \chi\|_{L^2(I; L^2(\Omega))}^2 + h^2 \|\nabla(\bar{z} - \chi)\|_{L^2(I; L^2(\Omega))}^2 \\
\leq c(k^2 + h^2 + h^2 k) \left( \|\nabla^2 \bar{z}\|_{L^2(I; L^2(\Omega))}^2 + \|\bar{z}\|_{L^2(I; L^2(\Omega))}^2 \right) \leq c(k^2 + h^2) \|\bar{u}\|_{L^2(I; L^2(\Omega))}^2,
\] (4.15)

where in the last step we have used Lemma 2.8. Inserting (4.13) and (4.15) into (4.9) we observe that the local terms dominate and obtain
\[
\int_0^T \|\bar{z} - \bar{z}_{kh}(t, x_0)\|^2 dt \leq c_d \alpha^{-5} \left( \ln \frac{T}{k} \right)^2 |\ln h|^2 \left( k \left( \ln \frac{T}{k} \right)^2 + h^2 |\ln h|^2 \right) \|\bar{u}\|_{L^\infty(I; L^\infty(\Omega))}^2.
\] (4.16)

Step 2: Estimate for \(\int_0^T (\bar{z}_{kh}(t, x_0) - \bar{z}_{kh}(t, x_0))^2 dt\). We denote by \(w_{kh} = \bar{z}_{kh} - \bar{z}_{kh}\). By construction \(w_{kh} \in X_{k,h}^{0,1}\) fulfills
\[
\mathcal{B}(\varphi_{kh}, w_{kh}) = (\bar{u} - \bar{u}_{kh}, \varphi_{kh}) \quad \text{for all } \varphi_{kh} \in X_{k,h}^{0,1}.
\] (4.17)

Using the discrete elliptic result from Lemma 3.3 below, we obtain
\[
\int_0^T w_{kh}(t, x_0)^2 dt \leq c_1 |\ln h|^\frac{3}{4} \|\Delta_h w_{kh}\|_{L^2(I; L^\frac{3}{2}(\Omega))}^2.
\]

By the discrete maximal parabolic regularity result from Theorem 3.2 applied to (4.17) we have
\[
\|\Delta_h w_{kh}\|_{L^2(I; L^\frac{3}{2}(\Omega))} \leq c_1 \ln \frac{T}{k} \|\bar{u} - \bar{u}_{kh}\|_{L^2(I; L^\frac{3}{2}(\Omega))}^2
\]
and therefore
\[
\int_0^T w_{kh}(t, x_0)^2 dt \leq c_2 \left( \ln \frac{T}{k} \right)^2 |\ln h|^\frac{3}{4} \|\bar{u} - \bar{u}_{kh}\|_{L^2(I; L^\frac{3}{2}(\Omega))}^2
\]

Applying Theorem 4.1 we obtain
\[
\int_0^T w_{kh}(t, x_0)^2 dt \leq c_d \alpha^{-1} \left( \ln \frac{T}{k} \right)^8 |\ln h|^\frac{3}{4} \left( \alpha^{-2} k^\frac{1}{2} + h |\ln h| \right)^2 \|\bar{u}\|_{L^2(I; L^\infty(\Omega))}^2
\] (4.18)

Combining the estimates (4.16) and (4.18) and choosing dominated terms we finally obtain
\[
\left( \int_0^T (\bar{z}(t, x_0) - \bar{z}_{kh}(t, x_0))^2 dt \right)^\frac{1}{2} \leq c_d \alpha^{-\frac{3}{2}} \left( \ln \frac{T}{k} \right)^6 |\ln h|^{\frac{3}{2}} \left( k^\frac{1}{2} + h \right) \|\bar{u}\|_{L^\infty(I; L^\infty(\Omega))}^2
\]

This completes the proof. \(\Box\)
In the next theorem, we prove our main result for the optimal control problem under consideration.

**Theorem 4.3.** Let \( \bar{q} \) be the solution of the optimal control problem (2.10) and \( q_{kh} \) be the solution of the discrete optimal discrete control (4.2). Then there exists a constant \( c_d \) that depends only on the radius \( d > 4h \) of largest ball centered at \( x_0 \) that is contained in \( \Omega \), such that

\[
\| \bar{q} - q_{kh} \|_1 \leq c_d \alpha^{-\frac{1}{2}} \left( \ln \frac{T}{K} \right)^{\frac{1}{2}} \ln h \left( k^\frac{1}{2} + h \right) \| \bar{u} \|_{L^\infty(I;L^2(\Omega))}.
\]

**Proof.** Due to the quadratic structure of discrete reduced functional \( j_{kh} \), the second derivative \( j_{kh}'(q)(\cdot, \cdot) \) is independent of \( q \) and there holds

\[
j_{kh}'(q)(p, p) \geq \alpha \| p \|_1^2 \quad \text{for all } p \in Q.
\]  

(4.19)

Using the optimality conditions (2.12) for \( q \) and (4.8) for \( q_{kh} \) and the fact that \( \bar{q}, q_{kh} \in Q_{ad} \), we obtain

\[
-j_{kh}'(\bar{q})(\bar{q} - q_{kh}) \leq 0 \leq -j_{kh}'(q)(q - q_{kh}).
\]

Using the coercivity (4.19), the representations (2.13) and (4.4) for the derivatives of \( j \) and \( j' \) we get with \( \bar{z}_{kh} = z_{kh}(\bar{q}) \)

\[
\alpha \| q - q_{kh} \|_1^2 \leq j_{kh}'(q)(q - q_{kh}, \bar{q} - q_{kh}) = j_{kh}'(q)(q - q_{kh}) - j_{kh}'(q_{kh})(q - q_{kh})
\]

\[
\leq j_{kh}'(q)(q - q_{kh}) - j_{kh}'(q)(q - q_{kh}) = -\bar{z}_{kh}(t, x_0) - z_{kh}(t, x_0) \ln h \| q - q_{kh} \|_1.
\]

Applying Theorem 4.2 completes the proof. \[\square\]

**5. Elliptic estimates in weighted norms.** In this section we collect some estimates for the finite element discretization of elliptic problems in weighted norms on convex polyhedral domains mainly taken from [32].

These results will be used in the following sections for the proofs of Theorem 3.3 and Theorem 3.4.

In that follows, we consider a fixed (but arbitrary) point \( y \in \Omega \). Associated to this point, we introduce a smoothed Delta function [41, Appendix], which we will denote by \( \delta_y = \delta_y^h \). This function is supported in one cell, which is denoted by \( \tau_y \), and satisfies

\[
(\chi, \delta_y^h)_{\tau_y} = \chi(y), \quad \forall \chi \in P^1(\tau_y).
\]

In addition we also have

\[
\| \delta \|_{W^{s,p}(\Omega)} \leq c h^{-s-3(1-\frac{1}{p})}, \quad 1 \leq p \leq \infty, \quad s = 0, 1.
\]  

(5.1)

Thus in particular \( \| \delta \|_{L^{\infty}(\Omega)} \leq c, \), \( \| \delta \|_{L^{2}(\Omega)} \leq c h^{-\frac{1}{2}} \), and \( \| \delta \|_{L^{s}(\Omega)} \leq c h^{-s} \). Next, we introduce the weight function

\[
\sigma(x) = \sqrt{|x - y|^2 + K^2 h^2},
\]

(5.2)

where \( K > 0 \) is sufficiently large constant to be chosen later. One can easily check that \( \sigma \) satisfies the following properties:

\[
\| \sigma^{-\frac{1}{2}} \|_{L^{2}(\Omega)} \leq c |\ln h|^{\frac{1}{2}},
\]

(5.3a)

\[
|\nabla \sigma| \leq c,
\]

(5.3b)

\[
|\nabla^2 \sigma| \leq c |\sigma|^{-1}
\]

(5.3c)

\[
\max_{x \in \tau} \sigma(x) \leq c \min_{x \in \tau} \sigma(x), \quad \text{for all cells } \tau.
\]

(5.3d)

For the finite element space \( V_h \) we will utilize the \( L^2 \) projection \( P_h : L^2(\Omega) \to V_h \) defined by

\[
(P_h v, \chi)_{\Omega} = (v, \chi)_{\Omega}, \quad \forall \chi \in V_h.
\]  

(5.4)
the Ritz projection \( R_h : H_0^1(\Omega) \rightarrow V_h \) defined by
\[
(\nabla R_h v, \nabla \chi)_\Omega = (\nabla v, \nabla \chi)_\Omega, \quad \forall \chi \in V_h, \tag{5.5}
\]
and the usual nodal interpolant \( i_h : C_0(\Omega) \rightarrow V_h \). Moreover we introduce the discrete Laplace operator \( \Delta_h : V_h \rightarrow V_h \) by
\[
(-\Delta_h v_h, \chi)_\Omega = (\nabla v_h, \nabla \chi)_\Omega, \quad \forall \chi \in V_h. \tag{5.6}
\]

The following lemma is a superapproximation result in weighted norms.

**Lemma 5.1 (Lemma 2.3 in [32]).** Let \( v_h \in V_h \). Then, the following estimates hold for any \( \alpha, \beta \in \mathbb{R} \) and \( K \) large enough,
\[
\| \sigma^\alpha (\text{Id} - i_h)(\sigma^\beta v_h) \|_{L^2(\Omega)} + h \| \sigma^\alpha \nabla (\text{Id} - i_h)(\sigma^\beta v_h) \|_{L^2(\Omega)} \leq c h \| \sigma^{\alpha + \beta - 1} v_h \|_{L^2(\Omega)}, \tag{5.7}
\]
\[
\| \sigma^\alpha (\text{Id} - P_h)(\sigma^\beta v_h) \|_{L^2(\Omega)} + h \| \sigma^\alpha \nabla (\text{Id} - P_h)(\sigma^\beta v_h) \|_{L^2(\Omega)} \leq c h \| \sigma^{\alpha + \beta - 1} v_h \|_{L^2(\Omega)}. \tag{5.8}
\]

The next lemma describes a connection between the regularized Delta function \( \tilde{\delta} \) and the weight \( \sigma \).

**Lemma 5.2 (Lemma 2.4 in [32]).** There holds
\[
\| \sigma^{\frac{3}{2}} \tilde{\delta} \|_{L^2(\Omega)} + h \| \sigma^{\frac{3}{2}} \nabla \tilde{\delta} \|_{L^2(\Omega)} + \| \sigma^{\frac{3}{2}} P_h \tilde{\delta} \|_{L^2(\Omega)} \leq c. \tag{5.9}
\]

On the continuous level, the solution of the Poisson equation with a right-hand side in \( L^\infty(\Omega) \) is in general not in \( L^\infty(\Omega) \). Similarly, the solution of the Poisson equation with a right-hand side in \( L^1(\Omega) \) is in general not in \( L^1(\Omega) \). The next two lemmas provide the corresponding a priori estimates on the discrete level with logarithmic terms.

**Lemma 5.3.** There is a constant \( c > 0 \) such that
\[
\|w_h\|_{L^\infty(\Omega)} \leq c|\ln h|^{\frac{3}{2}} \|\Delta_h w_h\|_{L^2(\Omega)}
\]
for all \( w_h \in V_h \).

**Proof.** For a given point \( y \in \Omega \) we consider the discrete Green’s function \( g_h \in V_h \) defined by
\[
-\Delta_h g_h = P_h \tilde{\delta}
\]
with \( \tilde{\delta} \) being the regularized Delta function defined above. In [32] we have shown (in the proof of Theorem 3.1) that
\[
\|g_h\|_{L^\infty(\Omega)} \leq c|\ln h|^{\frac{3}{2}},
\]
Using this estimate, we obtain for an arbitrary \( w_h \in V_h \)
\[
w_h(y) = (\nabla w_h, \nabla g_h) = (-\Delta_h w_h, g_h) \leq \|\Delta_h w_h\|_{L^2(\Omega)} \|g_h\|_{L^\infty(\Omega)} \leq c|\ln h|^{\frac{3}{2}} \|\Delta_h w_h\|_{L^2(\Omega)}
\]
and thus
\[
\|w_h\|_{L^\infty(\Omega)} \leq c|\ln h|^{\frac{3}{2}} \|\Delta_h w_h\|_{L^2(\Omega)}, \tag{5.10}
\]

**Lemma 5.4.** There is a constant \( c > 0 \) such that
\[
\|v_h\|_{L^2(\Omega)} \leq c|\ln h|^{\frac{3}{2}} \|\Delta_h v_h\|_{L^2(\Omega)}
\]
for all \( v_h \in V_h \).

**Proof.** Let \( v_h \in V_h \) be arbitrary. We consider \( w_h \in V_h \) solving
\[
-\Delta_h w_h = P_h(v_h|v_h)|
\]
and obtain using the previous lemma
\[
\|v_h\|_{L^2(\Omega)}^2 = (v_h, v_h)_{\Omega} = (\nabla v_h, \nabla w_h) = (-\Delta v_h, w_h)
\]
\[
\leq \|\Delta v_h\|_{L^1(\Omega)} \|w_h\|_{L^\infty(\Omega)} \leq c|\ln h|^\frac{1}{2} \|\Delta v_h\|_{L^1(\Omega)} \|v_h\|_{L^2(\Omega)}
\]
\[
= c|\ln h|^\frac{1}{2} \|\Delta v_h\|_{L^1(\Omega)} \|v_h\|_{L^2(\Omega)}.
\]

\( \square \)

The next lemma is a three dimensional version of Lemma 2.4 in [39], that says that the \( L^1 \) norm of jumps across element boundaries of any piecewise linear function can be controlled by the properly weighted discrete \( H^2 \) norm.

**Lemma 5.5** (Lemma 2.6 in [32]). There exists a constant \( c > 0 \) independent on \( h \), such that for any \( v_h \in V_h \),
\[
\sum_{\tau \in \mathcal{T}} \|\partial_n v_h\|_{L^1(\partial \tau)} \leq c|\ln h|^\frac{1}{2} \left( \|\sigma \frac{1}{2} \Delta v_h\|_{L^2(\Omega)} + \|\sigma \frac{1}{2} \nabla v_h\|_{L^2(\Omega)} \right),
\]
where \( \partial_n v_h \) denotes the jump of the normal derivatives of \( v_h \) across the boundary of \( \tau \).

6. **Proof of Theorem 3.3**

Let \( v_{kh} \in X^{0,1}_{k,h} \) be the solution of (3.8) and \( y \in \Omega \) be an arbitrary but fixed point.

To establish our result we will estimate
\[
\int_0^T v_{kh}(t, y)^2 dt
\]
using a duality argument. To this end we define \( g \) to be the solution to the following backward parabolic problem
\[
-g_t(t, x) - \Delta g(t, x) = v_{kh}(t, y)\hat{\delta}_y(x) \quad (t, x) \in I \times \Omega,
\]
\[
g(t, x) = 0, \quad (t, x) \in I \times \partial \Omega,
\]
\[
g(T, x) = 0, \quad x \in \Omega,
\]
(6.1)

where \( \hat{\delta}_y \) is the smoothed Dirac introduced in Section 5. Let \( g_{kh} \in X^{0,1}_{k,h} \) be the corresponding cG(1)dG(0) solution defined by
\[
B(\varphi_{kh}, g_{kh}) = (v_{kh}(t, y)\hat{\delta}_y, \varphi_{kh})_{I \times \Omega}, \quad \forall \varphi_{kh} \in X^{0,1}_{k,h}.
\]
(6.2)

Then, using that the cG(1)dG(0) method is consistent, we have
\[
\int_0^T |v_{kh}(t, y)|^2 dt = B(v_{kh}, g_{kh}) = B(v, g_{kh}) = (\nabla v, \nabla g_{kh})_{I \times \Omega} - \sum_{m=1}^M (v_m, [g_{kh}]_m)_{\Omega},
\]
(6.3)

where we have used the dual expression (6.6) for the bilinear form \( B(\cdot, \cdot) \) and the fact that the last term in (6.6) can be included in the sum by setting \( g_{kh,M+1} = 0 \) and defining consequently \( [g_{kh}]_M = -g_{kh,M} \). The first sum in (6.6) vanishes due to \( g_{kh} \in X^{0,1}_{k,h} \). For each \( t \), integrating by parts elementwise and using that \( g_{kh} \) is linear in the space variable, by the Hölder’s inequality we have
\[
(\nabla v(t), \nabla g_{kh}(t))_{\Omega} = \frac{1}{2} \sum_{\tau} (v(t), [\partial_n g_{kh}(t)]_{\partial \tau} \leq c\|v(t)\|_{L^\infty(\Omega)} \sum_{\tau} \|\partial_n g_{kh}(t)\|_{L^1(\partial \tau)},
\]
(6.4)

where \( [\partial_n g_{kh}(t)] \) denotes the jumps of the normal derivatives across the element faces. By Lemma 5.5 we obtain
\[
(\nabla v(t), \nabla g_{kh}(t))_{\Omega} \leq c|\ln h|^\frac{1}{2} \|v(t)\|_{L^\infty(\Omega)} \left( \|\sigma \frac{1}{2} \Delta g_{kh}(t)\|_{L^2(\Omega)} + \|\sigma \frac{1}{2} \nabla g_{kh}(t)\|_{L^2(\Omega)} \right).
\]

Integrating in time and using the Cauchy-Schwarz inequality we get
\[
(\nabla v, \nabla g_{kh})_{I \times \Omega} \leq c|\ln h|^\frac{1}{2} \|v\|_{L^2(I, L^\infty(\Omega))} \left( \int_0^T \left( \|\sigma \frac{1}{2} \Delta g_{kh}\|_{L^2(\Omega)}^2 + \|\sigma \frac{1}{2} \nabla g_{kh}\|_{L^2(\Omega)}^2 \right) dt \right)^\frac{1}{2}.
\]
(6.5)
To estimate the term involving the jumps in (6.3), we first use the Hölder’s inequality and the inverse estimate for some $1 \leq p \leq \infty$ to obtain

$$\sum_{m=1}^{M} (v_{m}, [g_{kh}]_{m})_{\Omega} \leq c \sum_{m=1}^{M} k_{m}^{\frac{1}{p}} \|v_{m}\|_{L^{p}(\Omega)} k_{m}^{-\frac{1}{2}} h^{-\frac{1}{2}} \| [g_{kh}]_{m} \|_{L^{1}(\Omega)}$$

$$\leq ch^{-\frac{1}{2}} \left( \sum_{m=1}^{M} k_{m} \|v_{m}\|_{L^{p}(\Omega)}^{2} \right)^{\frac{1}{2}} \left( \sum_{m=1}^{M} k_{m}^{-1} \| [g_{kh}]_{m} \|_{L^{1}(\Omega)}^{2} \right)^{\frac{1}{2}}.$$

Inserting the weight function $\sigma$ and using (5.3a), we have

$$\| [g_{kh}]_{m} \|_{L^{1}(\Omega)} \leq \| \sigma^{-\frac{1}{2}} \|_{L^{2}(\Omega)} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)} \leq c |\ln h|^{-\frac{1}{2}} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)}.$$

With the semidiscrete interpolant $\pi_{k}$ defined in (3.3), we obtain

$$\sum_{m=1}^{M} (v_{m}, [g_{kh}]_{m})_{\Omega} \leq ch^{-\frac{1}{2}} |\ln h|^{-\frac{1}{2}} \| \pi_{k} v \|_{L^{2}(I,L^{2}(\Omega))} \left( \sum_{m=1}^{M} k_{m}^{-1} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)}^{2} \right)^{\frac{1}{2}}.$$

Inserting (6.5) and (6.6) in (6.3) we obtain

$$\int_{0}^{T} |v_{kh}(t,y)|^{2} dt \leq c |\ln h|^{-\frac{1}{2}} \left( \| v \|_{L^{2}(I,L^{2}(\Omega))}^{2} + h^{-\frac{1}{2}} \| \pi_{k} v \|_{L^{2}(I,L^{2}(\Omega))}^{2} \right)^{\frac{1}{2}} \times$$

$$\left( \int_{0}^{T} \left( |\sigma^{\frac{1}{2}} \Delta h g_{kh} |_{L^{2}(\Omega)}^{2} + \| \sigma^{\frac{1}{2}} \nabla g_{kh} \|_{L^{2}(\Omega)}^{2} \right) dt + \sum_{m=1}^{M} k_{m}^{-1} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)}^{2} \right)^{\frac{1}{2}}.$$

To complete the proof of the theorem we need to show that

$$\int_{0}^{T} \left( |\sigma^{\frac{1}{2}} \Delta h g_{kh} |_{L^{2}(\Omega)}^{2} + \| \sigma^{\frac{1}{2}} \nabla g_{kh} \|_{L^{2}(\Omega)}^{2} \right) dt + \sum_{m=1}^{M} k_{m}^{-1} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)}^{2}$$

$$\leq c \left( \ln \frac{T}{k} \right)^{2} |\ln h| \int_{0}^{T} |v_{kh}(t,y)|^{2} dt.$$

The above result will follow from a series of lemmas. The first lemma treats the term $\| \sigma^{\frac{1}{2}} \Delta h g_{kh} \|_{L^{2}(I,L^{2}(\Omega))}^{2}$. \(\text{Lemma 6.1.}\) For any $\varepsilon > 0$ there exists $c_{\varepsilon}$ such that

$$\int_{0}^{T} \| \sigma^{\frac{1}{2}} \Delta h g_{kh} \|_{L^{2}(\Omega)}^{2} \leq c_{\varepsilon} \int_{0}^{T} \left( |v_{kh}(t,y)|^{2} + \| \sigma^{\frac{1}{2}} \nabla g_{kh} \|_{L^{2}(\Omega)}^{2} \right) dt + \varepsilon \sum_{m=1}^{M} k_{m}^{-1} \| \sigma^{\frac{1}{2}} [g_{kh}]_{m} \|_{L^{2}(\Omega)}^{2}.$$

\textbf{Proof.} We use the fact that the equation (6.2) can be rewritten on the each time level as

$$(\nabla \varphi_{kh}, \nabla g_{kh})_{I_{m} \times \Omega} - (\varphi_{kh,m}, [g_{kh}]_{m})_{\Omega} = (v_{kh}(t,y) \delta_{y}, \varphi_{kh})_{I_{m} \times \Omega},$$

or equivalently as

$$- k_{m} \Delta h g_{kh,m} - [g_{kh}]_{m} = k_{m} v_{kh,m}(y) P_{h} \delta_{y}.$$  

We multiply this equation by $\varphi = - \sigma^{1} \Delta h g_{kh}$ and obtain

$$\int_{I_{m}} \| \sigma^{\frac{1}{2}} \Delta h g_{kh} \|_{L^{2}(\Omega)}^{2} dt = - ( [g_{kh}]_{m}, \sigma^{3} \Delta h g_{kh,m})_{\Omega} - (v_{kh}(t,y) P_{h} \delta_{y}, \sigma^{3} \Delta h g_{kh})_{I_{m} \times \Omega}$$

$$- (\sigma^{1} [g_{kh}]_{m}, \Delta h g_{kh,m})_{\Omega} - (v_{kh}(t,y) P_{h} \delta_{y}, \sigma^{3} \Delta h g_{kh})_{I_{m} \times \Omega}$$

$$= ((\nabla (\sigma^{1} g_{kh})), \nabla g_{kh,m} \Omega) + ([\nabla (P_{h} - 1)c^{3} g_{kh} m, \nabla g_{kh,m} \Omega)$$

$$- (v_{kh}(t,y) P_{h} \delta_{y}, \sigma^{3} \Delta h g_{kh})_{I_{m} \times \Omega} = J_{1} + J_{2} + J_{3}.$
We have
\[ J_1 = 3(\sigma^2 \nabla \sigma[g_{kh,m} \nabla g_{kh,m}]_\Omega + (\sigma^2 [\nabla g_{kh,m}]_\Omega, \sigma^2 \nabla g_{kh,m})_\Omega = J_{11} + J_{12}. \]

By the Cauchy-Schwarz inequality and using (5.3b), we get
\[ J_{11} \leq c\|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)}\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}. \]

Using the identity
\[ ([w_{kh,m}, w_{kh,m}]_\Omega = \frac{1}{2}\|w_{kh,m+1}\|_{L^2(\Omega)}^2 - \frac{1}{2}\|w_{kh,m}\|_{L^2(\Omega)}^2 - \frac{1}{2}\|w_{kh,m}\|_{L^2(\Omega)}, \tag{6.10} \]
we have
\[ J_{12} = \frac{1}{2}\|\sigma^2 \nabla g_{kh,m+1}\|_{L^2(\Omega)}^2 - \frac{1}{2}\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}^2 - \frac{1}{2}\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}^2. \]

Using the generalized geometric-arithmetic mean inequality for \( J_{11} \) and neglecting \(-\frac{1}{2}\|\sigma^2 [\nabla g_{kh,m}]_\Omega\|_{L^2(\Omega)}^2 \) in \( J_{12} \) we obtain
\[ J_1 \leq \frac{1}{2}\|\sigma^2 \nabla g_{kh,m+1}\|_{L^2(\Omega)}^2 - \frac{1}{2}\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}^2 + c_e k_m\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}^2 + \frac{c}{4 k_m}\|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)}. \tag{6.11} \]

For \( J_2 \) we get by the superapproximation estimate (5.8) from Lemma 5.1
\[ J_2 \leq \|\sigma^{-2} [\nabla(A_P - \text{Id})\sigma^3 g_{kh,m}][\|L^2(\Omega)]\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)} \leq \|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)}\|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}, \tag{6.12} \]

To estimate \( J_3 \) we use the Lemma 5.2 which states that \( \|\sigma^2 A_P \tilde{\delta}\|_{L^2(\Omega)} \leq c \) and obtain:
\[ J_3 \leq \int_{I_m} |v_{kh}(t, y)|\|\sigma^2 A_P \tilde{\delta}\|_{L^2(\Omega)}\|\sigma^2 \Delta_h g_{kh}\|_{L^2(\Omega)} dt \leq c \int_{I_m} |v_{kh}(t, y)|^2 dt + \frac{1}{2} \int_{I_m} \|\sigma^2 \Delta_h g_{kh}\|_{L^2(\Omega)}^2 dt. \tag{6.13} \]

Using the estimates (6.11), (6.12), and (6.13) we have
\[ \int_{I_m} \|\sigma^2 \Delta_h g_{kh}\|_{L^2(\Omega)}^2 dt \leq c_e \int_{I_m} \left(|v_{kh}(t, y)|^2 + \|\sigma^2 \nabla g_{kh}\|_{L^2(\Omega)}^2\right) dt + \frac{c}{k_m}\|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)}^2 + \frac{c}{k_m}\|\sigma^2 \nabla g_{kh,m+1}\|_{L^2(\Omega)}^2 - \|\sigma^2 \nabla g_{kh,m}\|_{L^2(\Omega)}. \]

Summing over \( m \) and using that \( g_{kh,M+1} = 0 \) we obtain the lemma. \( \square \)

The next lemma treats the term involving the jumps.

**Lemma 6.2. There exists a constant \( c \) such that**
\[ \sum_{m=1}^M k_m^{-1}\|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)} \leq c \int_0^T \left(\|\sigma^2 \Delta_h g_{kh}\|_{L^2(\Omega)} + |v_{kh}(t, y)|^2\right) dt. \]

**Proof.** We test (6.9) with \( \varphi = \sigma^3 [g_{kh,m}]_\Omega \) and obtain
\[ \|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)} = -\left(\Delta_h g_{kh}, \sigma^3 [g_{kh,m}]_\Omega\right)_{I_m \times \Omega} - \left(v_{kh}(t, y) P_h \tilde{\delta}, \sigma^3 [g_{kh,m}]_\Omega\right)_{I_m \times \Omega}. \tag{6.14} \]

The first term on the right hand side of (6.14) can be easily estimated by using the geometric-arithmetic mean inequality as
\[ -(\Delta_h g_{kh}, \sigma^3 [g_{kh,m}]_\Omega)_{I_m \times \Omega} \leq c k_m \int_{I_m} \|\sigma^2 \Delta_h g_{kh}\|_{L^2(\Omega)} dt + \frac{1}{4}\|\sigma^2 [g_{kh,m}]_\Omega\|_{L^2(\Omega)}. \]
Combining the above two estimates we obtain

\[
(v_{kh}(t, y) P_h \delta, \sigma^2 \gamma_{kh,m})_{I_m \times \Omega} \leq c m \int_{I_m} |v_{kh}(t, y)|^2 dt + \frac{1}{4} \| \sigma^2 [\gamma_{kh,m}] \|^2_{L^2(\Omega)}.
\]

Summing over \( m \) we obtain the lemma. \( \square \)

In the next lemma we treat the term \( \| \sigma^\frac{1}{2} \nabla g_{kh} \|_{L^2(\Omega)} \).

**Lemma 6.3.** There exists a constant \( c \) such that

\[
\int_0^T \| \sigma^\frac{1}{2} \nabla g_{kh} \|^2_{L^2(\Omega)} dt \leq c \int_0^T \left( \| \sigma^{-\frac{1}{2}} g_{kh} \|^2_{L^2(\Omega)} + |v_{kh}(t, y)|^2 \right) dt.
\]

**Proof.** We test \( (6.9) \) with \( \varphi = \sigma g_{kh} \) and obtain

\[
-k_m(\Delta_h g_{kh,m}, \sigma g_{kh,m}) - ((g_{kh,m}, g_{kh,m}) = k_m v_{kh,m}(y) (P_h \delta y, \sigma g_{kh,m}).
\]

There holds

\[
-k_m(\Delta_h g_{kh,m}, \sigma g_{kh,m}) = -k_m(\Delta_h g_{kh,m}, P_h(\sigma g_{kh,m}) = k_m(\nabla g_{kh,m}, \nabla P_h(\sigma g_{kh,m})) = k_m(\nabla g_{kh,m}, \nabla(g_{kh,m} + (P_h - 1\text{Id})(\sigma g_{kh,m})) = k_m(\sigma^\frac{1}{2} \nabla g_{kh,m})^2_{L^2(\Omega)} + k_m(\nabla g_{kh,m}, g_{kh,m} \nabla \sigma)
\]

Therefore, we obtain

\[
k_m(\sigma^\frac{1}{2} \nabla g_{kh,m})^2_{L^2(\Omega)} = -k_m(\nabla g_{kh,m}, g_{kh,m} \nabla \sigma) - k_m((g_{kh,m}, g_{kh,m} + k_m v_{kh,m}(y) (P_h \delta y, \sigma g_{kh,m}))
\]

For \( J_1 \) we get by \( (5.3b) \)

\[
J_1 \leq c k_m(\sigma^\frac{1}{2} \nabla g_{kh,m})^2_{L^2(\Omega)} \| \sigma^{-\frac{1}{2}} g_{kh,m} \|_{L^2(\Omega)} \leq \frac{1}{4} k_m(\sigma^\frac{1}{2} \nabla g_{kh,m})^2_{L^2(\Omega)} + c k_m(\sigma^{-\frac{1}{2}} g_{kh,m})^2_{L^2(\Omega)}.
\]

For \( J_2 \) we use the estimate \( (5.8) \) from Lemma 5.1 and obtain

\[
J_2 \leq \frac{1}{4} k_m(\sigma^\frac{1}{2} \nabla g_{kh,m})^2_{L^2(\Omega)} \| \sigma^{-\frac{1}{2}} \nabla (P_h - 1\text{Id})(\sigma g_{kh,m}) \|_{L^2(\Omega)}
\]

For \( J_3 \) we use the identity \( (6.10) \) and get

\[
J_3 = \frac{1}{2} \| \sigma^\frac{1}{2} g_{kh,m+1} \|^2_{L^2(\Omega)} - \frac{1}{2} \| \sigma^\frac{1}{2} g_{kh,m} \|^2_{L^2(\Omega)} = \frac{1}{2} \| \sigma^\frac{1}{2} [g_{kh,m}] \|^2_{L^2(\Omega)}.
\]

For \( J_4 \) we again use the inequality \( (5.9) \) from Lemma 5.2 and obtain

\[
J_4 \leq c k_m v_{kh,m}(y) \| \sigma^{-\frac{1}{2}} g_{kh,m} \|_{L^2(\Omega)} \leq c k_m(\sigma^{-\frac{1}{2}} g_{kh,m}(y))^2 + c k_m(\sigma^{-\frac{1}{2}} g_{kh,m})^2_{L^2(\Omega)}.
\]

Summing over \( m \) and neglecting the term with the jumps we obtain the desired estimate. \( \square \)

To complete the proof of Theorem 3.3 it remains to estimate \( \| \sigma^{-\frac{1}{2}} g_{kh} \|_{\Omega \times \Omega} \).
Lemma 6.4. There exists a constant $c > 0$, such that

$$
\int_0^T \| \sigma^{-\frac{1}{2}} g_{kh} \|_{L^2(\Omega)}^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \| \ln h \| \int_0^T |v_{kh}(t, y)|^2 dt.
$$

Proof. First we observe

$$
\| \sigma^{-\frac{1}{2}} g_{kh,m} \|_{L^2(\Omega)} \leq \| \sigma^{-1} \|_{L^2(\Omega)} \| g_{kh,m} \|_{L^2(\Omega)} \leq c \| \ln h \| \frac{1}{2} \| g_{kh,m} \|_{L^2(\Omega)}
$$

and therefore

$$
\int_0^T \| \sigma^{-\frac{1}{2}} g_{kh} \|_{L^2(\Omega)}^2 dt \leq c \| \ln h \| \frac{1}{2} \int_0^T \| g_{kh} \|_{L^2(\Omega)}^2 dt \leq c \| \ln h \| \int_0^T \| \Delta g_{kh} \|_{L^2(\Omega)}^2 dt,
$$

where in the last step we have used the estimate from Lemma 5.4 pointwise in time. Using the fully discrete maximal parabolic estimate from Theorem 3.2 with respect to the $L^2(I; L^2(\Omega))$ norm, we obtain

$$
\int_0^T \| \Delta g_{kh} \|_{L^2(\Omega)}^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \| \ln \| \int_0^T |v_{kh}(t, y)|^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \int_0^T |v_{kh}(t, y)|^2 dt.
$$

We proceed with the proof of Theorem 3.3 starting with (6.7). Using Lemma 6.1, Lemma 6.2 and then Lemma 6.3, we get

$$
\int_0^T \left( \| \sigma \Delta g_{kh} \|_{L^2(\Omega)}^2 + \| \sigma^\frac{3}{2} \nabla g_{kh} \|_{L^2(\Omega)}^2 \right) dt + \sum_{m=1}^M k^{-1}_m \| \sigma^\frac{3}{2} g_{kh,m} \|_{L^2(\Omega)}^2
$$

$$
\leq c \int_0^T \left( \| \sigma^\frac{3}{2} \nabla g_{kh} \|_{L^2(\Omega)}^2 + |v_{kh}(t, y)|^2 \right) dt \leq c \int_0^T \left( \| \sigma^{-\frac{1}{2}} g_{kh} \|_{L^2(\Omega)}^2 + |v_{kh}(t, y)|^2 \right) dt. \quad (6.15)
$$

Then we estimate using Lemma 6.4

$$
\int_0^T \| \sigma^{-\frac{1}{2}} g_{kh} \|_{L^2(\Omega)}^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \| \ln h \| \int_0^T |v_{kh}(t, y)|^2 dt. \quad (6.16)
$$

From (6.7), we arrive at

$$
\int_0^T |v_{kh}(t, y)|^2 dt \leq c \left( \ln \frac{T}{K} \right)^2 \| \ln h \|^2 \left( |v|^2 \|_{L^2(I; L^\infty(\Omega))} + h^{-\frac{3}{2}} \| \nabla v \|_{L^2(I; L^p(\Omega))} \right),
$$

for some constant $c$ independent of $h$, $k$, and $y$. Using that the $cG(1)dG(0)$ method is invariant on $X_{k,h}^{0,1}$, by replacing $v$ and $v_{kh}$ with $v - \chi$ and $v_{kh} - \chi$ for any $\chi \in X_{k,h}^{0,1}$, by taking the supremum over $y$ and using the triangle inequality, we obtain Theorem 3.3.

7. Proof of Theorem 3.4 To obtain the local estimate we introduce a smooth cut-off function $\omega$ with the properties that

$$
\omega(x) \equiv 1, \quad x \in B_d(\overline{\Omega}) \quad (7.1a)
$$

$$
\omega(x) \equiv 0, \quad x \in \Omega \setminus B_d \quad (7.1b)
$$

$$
|\nabla \omega| \leq cd^{-1}, \quad |\nabla^2 \omega| \leq cd^{-2}, \quad (7.1c)
$$

where $B_d = B_d(x_0)$ is a ball of radius $d$ centered at $x_0$. We set $y = x_0$ in the definitions of the regularized Delta function $\delta$ and of the weight $\sigma$.

As in the proof of Theorem 3.3, we obtain by (6.3) that

$$
\int_0^T |v_{kh}(t, x_0)|^2 dt = B(v_{kh}, g_{kh}) = B(v, g_{kh}) = B(\omega v, g_{kh}) + B((1 - \omega) v, g_{kh}). \quad (7.2)
$$
where \( g_{kh} \) is the solution of (6.2). The first term can be estimated using the global result from Theorem 3.3. To this end we introduce the solution \( \tilde{v}_{kh} \in X_{k,h}^{0,1} \) defined by

\[
B(\tilde{v}_{kh} - \omega v, \varphi_{kh}) = 0 \quad \text{for all } \varphi_{kh} \in X_{k,h}^{0,1}.
\]

There holds

\[
B(\omega v, g_{kh}) = B(\tilde{v}_{kh}, g_{kh}) = \int_0^T v_{kh}(t, x_0) \tilde{v}_{kh}(t, x_0) dt \leq \frac{1}{2} \int_0^T |v_{kh}(t, x_0)|^2 dt + \frac{1}{2} \int_0^T |\tilde{v}_{kh}(t, x_0)|^2 dt.
\]

The first term can be kicked back and for the second term we apply Theorem 3.3 leading to

\[
\int_0^T \tilde{v}_{kh}(t, x_0)^2 dt \leq c \left( \ln \frac{T}{k} \right)^2 |\ln h|^2 \left( \|\omega v\|_{L^2(I; L^\infty(\Omega))} + h^{-\frac{d}{2}} \|\pi_k(\omega v)\|_{L^2(I; L^p(\Omega))} \right)^2.
\]

This results in

\[
\int_0^T |v_{kh}(t, x_0)|^2 dt \leq c \left( \ln \frac{T}{k} \right)^2 |\ln h|^2 \left( \|\omega v\|_{L^2(I; L^\infty(\Omega))} + h^{-\frac{d}{2}} \|\pi_k v\|_{L^2(I; L^p(\Omega))} \right)^2 + B((1 - \omega)v, g_{kh}).
\]

(7.3)

It remains to estimate the term \( B((1 - \omega)v, g_{kh}) \). Using the dual expression (3.6) of the bilinear form \( B \) we obtain

\[
B((1 - \omega)v, g_{kh}) = \langle \nabla((1 - \omega)v), \Delta g_{kh} \rangle_{I_m \times \Omega} - \sum_{m=1}^{M} \langle (1 - \omega)v_m, [g_{kh}m]_\Omega \rangle = J_1 + J_2.
\]

(7.4)

To estimate \( J_1 \) we define \( \psi = (1 - \omega)v \) and proceed using the Ritz projection \( R_h \) defined by (5.5). There holds

\[
\langle \nabla \psi, \nabla g_{kh} \rangle_\Omega = \langle \nabla R_h \psi, \nabla g_{kh} \rangle_\Omega = -\langle R_h \psi, \Delta g_{kh} \rangle_\Omega
\]

\[
= \langle R_h \psi, \Delta g_{kh} \rangle_{B_{d/4}} - \langle R_h \psi, \Delta g_{kh} \rangle_{\Omega \setminus B_{d/4}} \leq \|R_h \psi\|_{L^\infty(B_{d/4})} \|\Delta g_{kh}\|_{L^1(B_{d/4})} + \|\sigma^{-\frac{d}{2}} R_h \psi\|_{L^2(\Omega \setminus B_{d/4})} \|\sigma^{\frac{d}{2}} \Delta g_{kh}\|_{L^2(\Omega)}.
\]

Using the estimate

\[
\|\Delta g_{kh}\|_{L^1(B_{d/4})} \leq \|\sigma^{-\frac{d}{2}} \|_{L^2(\Omega)} \|\sigma^{\frac{d}{2}} \Delta g_{kh}\|_{L^2(\Omega)} \leq c |\ln h|^\frac{1}{2} \|\sigma^{\frac{d}{2}} \Delta g_{kh}\|_{L^2(\Omega)}
\]

we obtain

\[
\langle \nabla \psi, \nabla g_{kh} \rangle_\Omega \leq c |\ln h|^\frac{1}{2} \left( \|R_h \psi\|_{L^\infty(B_{d/4})} \|\sigma^{-\frac{d}{2}} R_h \psi\|_{L^2(\Omega \setminus B_{d/4})} \right)^\frac{1}{2} \|\sigma^{\frac{d}{2}} \Delta g_{kh}\|_{L^2(\Omega)}.
\]

(7.5)

By the local pointwise error estimates from Theorem 5.1 in [40], we have

\[
\|R_h \psi\|_{L^\infty(B_{d/2})} \leq c |\ln h| \|\psi\|_{L^\infty(\Omega)} + Cd^{-\frac{d}{2}} R_h \psi\|_{L^2(B_{d/2})} = C d^{-\frac{d}{2}} R_h \psi\|_{L^2(B_{d/2})},
\]

since the support of \( \psi = (1 - \omega)v \) is contained in \( \Omega \setminus B_{d/2} \). On \( \Omega \setminus B_{d/4} \) there holds \( \sigma \geq d/4 \) and therefore

\[
\|\sigma^{-\frac{d}{2}} R_h \psi\|_{L^2(B_{d/4})} \leq c d^{-\frac{d}{2}} R_h \psi\|_{L^2(B_{d/4})}.
\]

Inserting the last two estimates into (7.5) we get

\[
\langle \nabla \psi, \nabla g_{kh} \rangle_\Omega \leq c d^{-\frac{d}{2}} |\ln h|^\frac{1}{2} \|R_h \psi\|_{L^2(\Omega)} \|\sigma^{\frac{d}{2}} \Delta g_{kh}\|_{L^2(\Omega)}.
\]

Using a standard elliptic estimate and recalling \( \psi = (1 - \omega)v \) we have

\[
\|R_h \psi\|_{L^2(\Omega)} \leq \|\psi\|_{L^2(\Omega)} + \|\psi\|_{L^2(\Omega)} - R_h \psi\|_{L^2(\Omega)} \leq \|\psi\|_{L^2(\Omega)} + \|\nabla \psi\|_{L^2(\Omega)} \leq \|\psi\|_{L^2(\Omega)} + ch|\nabla \psi\|_{L^2(\Omega)} \leq \|\psi\|_{L^2(\Omega)} + ch|\nabla \psi\|_{L^2(\Omega)}.
\]
where in the last step we used $|\nabla \omega| \leq cd^{-1} \leq ch^{-1}$. This results in
\[
(\nabla \psi(t), \nabla g_{kh}(t))_{\Omega} \leq cd^{-\frac{3}{2}} |h| \left( ||v(t)||_{L^2(\Omega)} + h ||\nabla v(t)||_{L^2(\Omega)} \right) ||\sigma^2 \Delta_h g_{kh}(t)||_{L^2(\Omega)}.
\]
Therefore, we get
\[
J_1 \leq cd^{-\frac{3}{2}} |h| \left( ||v||_{L^2(I;L^2(\Omega))} + h ||\nabla v||_{L^2(I;L^2(\Omega))} \right) ||\sigma^2 \Delta_h g_{kh}||_{L^2(I;L^2(\Omega))}. \tag{7.6}
\]
For $J_2$ we obtain
\[
J_2 \leq \sum_{m=1}^{M} \left[ \sigma^{-\frac{3}{2}} (1 - \omega) v_m ||L^2(\Omega) ||_{L^2(\Omega)} k_m^2 \right] \left[ \sum_{m=1}^{M} k_m^{-1} ||\sigma^2 g_{kh}||_{L^2(\Omega)} \right] \frac{1}{2}
\]
\[
\leq c \left( \sum_{m=1}^{M} d^{-1} k_m ||(1 - \omega) v_m||_{L^2(\Omega)} \right) \left( \sum_{m=1}^{M} k_m^{-1} ||\sigma^2 g_{kh}||_{L^2(\Omega)} \right) \frac{1}{2}
\]
\[
\leq cd^{-\frac{3}{2}} ||\pi_k v||_{L^2(I;L^2(\Omega))} \left( \sum_{m=1}^{M} k_m^{-1} ||\sigma^2 g_{kh}||_{L^2(\Omega)} \right) \frac{1}{2},
\tag{7.7}
\]
where we used that $\text{supp}(1 - \omega) v_m \subset \Omega \setminus B_{d/2}$ and $\sigma \geq d/2$ on this set as well as the definition of $\pi_k$ (3.3).

Inserting the estimate (7.6) for $J_1$ and estimate (7.7) for $J_2$ into (7.4) we obtain
\[
B((1 - \omega) v, g_{kh}) \leq cd^{-\frac{3}{2}} \ln h |h| \left( ||v||_{L^2(I;L^2(\Omega))} + h^2 ||\nabla v||_{L^2(I;L^2(\Omega))} + ||\pi_k v||_{L^2(I;L^2(\Omega))} \right) \frac{1}{2} \times
\]
\[
\left( ||\sigma^2 \Delta_h g_{kh}||_{L^2(I;L^2(\Omega))} + \sum_{m=1}^{M} k_m^{-1} ||\sigma^2 g_{kh}||_{L^2(\Omega)} \right) \frac{1}{2}.
\]
Using the estimates (6.15) and (6.16), we get
\[
B((1 - \omega) v, g_{kh}) \leq cd^{-\frac{3}{2}} \ln h \left( ||v||_{L^2(I;L^2(\Omega))} + h^2 ||\nabla v||_{L^2(I;L^2(\Omega))} + ||\pi_k v||_{L^2(I;L^2(\Omega))} \right) \frac{1}{2} \times
\]
\[
\left( \int_0^T |v_{kh}(t, \cdot)|^2 \, dt \right) \frac{1}{2}.
\]
Inserting this inequality into (7.3) we obtain
\[
\int_0^T |v_{kh}(t, x_0)|^2 \, dt \leq c \left( \ln \frac{T}{k} \right)^2 \left( ||v||_{L^2(I;L^2(\Omega))} + h^2 ||\nabla v||_{L^2(I;L^2(\Omega))} \right) +
\]
\[
\left( \frac{1}{2} \left( \ln \frac{T}{k} \right)^2 \left( ||v||_{L^2(I;L^2(\Omega))} + h^2 ||\nabla v||_{L^2(I;L^2(\Omega))} + ||\pi_k v||_{L^2(I;L^2(\Omega))} \right) \right). \tag{7.3}
\]
Using that the dG(0)cG(1) method is invariant on $X_{k,h}^{0,1}$, by replacing $v$ and $v_{kh}$ with $v - \chi$ and $v_{kh} - \chi$ for any $\chi \in X_{k,h}^{0,1}$, we obtain Theorem 3.4.
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