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A B S T R A C T
Outlier detection is an important data analysis task in its own right and removing the outliers from clusters can improve the clustering accuracy. In this paper, we extend the k-means algorithm to provide data clustering and outlier detection simultaneously by introducing an additional “cluster” to the k-means algorithm to hold all outliers. We design an iterative procedure to optimize the objective function of the proposed algorithm and establish the convergence of the iterative procedure. Numerical experiments on both synthetic data and real data are provided to demonstrate the effectiveness and efficiency of the proposed algorithm.
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1. Introduction

The goal of data clustering is to identify homogeneous groups or clusters from a set of objects. In other words, data clustering aims to divide a set of objects into groups or clusters such that objects in the same cluster are more similar to each other than to objects from other clusters [3,11]. As an unsupervised learning process, data clustering is often used as a preliminary step for data analytics. For example, data clustering is used to identify the patterns hidden in gene expression data [30], to produce a good quality of clusters or summaries for big data to address the associated storage and analytical issues [9], to select representative insurance policies from a large portfolio in order to build metamodel models [12,14].

Many clustering algorithms have been developed in the past sixty years. Among these algorithms, the k-means algorithm is one of the oldest and most commonly used clustering algorithms [22,31]. Despite being used widely, the k-means algorithm has several drawbacks. One drawback is that it is sensitive to noisy data and outliers. For example, the k-means algorithm is not able to recover correctly the two clusters shown in Fig. 1(a) due to the outliers. As we can see from Fig. 1(b), three points were clustered incorrectly.

Motivated by Dave and Krishnapuram [7], we propose in this paper the KMOR (k-means with outlier removal) algorithm by extending the k-means algorithm for outlier detection. Dave and Krishnapuram [7] proposed to use an additional “cluster” for the fuzzy c-means algorithm to hold all outliers. In the KMOR algorithm, we use the same idea of introducing an additional “cluster” that contains all outliers. Given a desired number of clusters k, the KMOR algorithm partitions the dataset into k + 1 groups, which include k clusters and a group of outliers that cannot fit into the k clusters. Unlike most existing clustering algorithms with outlier detection, the KMOR algorithm assigns all outliers into a group naturally during the clustering process.

The remaining part of this paper is organized as follows. In Section 2, we give a review of clustering algorithms that can detect outliers. In Section 3, we present the KMOR algorithm in detail. In Section 4, we demonstrate the performance of the KMOR algorithm with numerical results on both synthetic and real datasets. Section 5 concludes the paper with some remarks.

2. Related work

Although much work has been done on outlier analysis, few of them perform clustering and detect outliers simultaneously. In this section, we focus on clustering methods with the built-in mechanism of outlier detection and give a review of those methods.

Jiang et al. [25] proposed a two-phase clustering algorithm for outlier detection. In the first phase, the k-means algorithm is modified to partition the data in such a way that a data point is assigned to be a new cluster center if the data point is far away from all clusters. In the second phase, a minimum spanning tree is constructed based on the cluster centers obtained from the first phase. Clusters in small sub trees are considered as outliers. He et al. [19] introduced the concept of cluster-based local outlier and designed a measure, called cluster-based local outlier factor (CBLOF), to identify such outliers.

Hautamäki et al. [18] proposed the ORC (Outlier Removal Clustering) algorithm to identify clusters and outliers from a dataset simultaneously. The ORC algorithm consists of two consecutive stages: the first stage is a purely k-means algorithm; the second stage iteratively removes the data points that are far away from their cluster centroids. Rehm et al. [34] defined outliers in terms of noise distance. The data points that are about the noise distance or further away from any other cluster centers get high membership degrees to the outlier cluster.

Jiang and An [26] also proposed a two-stage algorithm, called CBOD (Clustering Based Outlier Detection), to detect outliers from datasets. In the first stage, an one-pass clustering algorithm is applied to divide a dataset into hyper spheres with almost the same radius. In the second stage, outlier factors for all clusters obtained from the first stage are calculated and the clusters are sorted according to their outlier factors. Clusters with high outlier factors are considered outliers. Zhou et al. [38] proposed a three-stage k-means algorithm to cluster data and detect outliers. In the first stage, the fuzzy c-means algorithm is applied to cluster the data. In the second stage, local outliers are identified and the cluster centers are recalculated. In the third stage, certain clusters are merged and global outliers are identified. Zhang et al. [37] introduced a measure called Local Distance-based Outlier Factor (LDOF) to measure the outlier-ness of objects in scattered datasets. Pamula et al. [33] used the k-means algorithm to prune some points around the cluster centers and the LDOF measure to identify outliers from the remaining points. Jayakumar and Thomas [23] proposed an approach to detect outliers based on the Mahalanobis distance.

Ahmed and Naser [4] proposed the ODC (Outlier Detection and Clustering) algorithm to detect outliers. The ODC algorithm is a modified version of the k-means algorithm. In the ODC algorithm, a data point that is at least p times the average distance away from its centroid is considered as an outlier. Chawla and Gionis [6] proposed the k-means– algorithm to provide data clustering and outlier detection simultaneously. The k-means– algorithm requires two parameters: k and l, which specify the desired number of clusters and the desired number of top outliers, respectively.

Ott et al. [32] extended the facility location formulation to model the joint clustering and outlier detection problem and proposed a subgradient-based algorithm to solve the resulting optimization problem. The model requires pairwise distances of the dataset and the number of outliers as input. Whang et al. [35] proposed the NEO-k-means (Non-exhaustive Overlapping k-means) algorithm, which is also able to identify outliers during the clustering process.

Fig. 1. An illustration showing that the k-means algorithm is sensitive to outliers. (a) A data set with two clusters and two outliers. The two clusters are plotted by triangles and circles, respectively. The two outliers are denoted by plus signs. (b) Two clusters found by the k-means algorithm. The two found clusters are plotted by triangles and circles, respectively.
Some of the aforementioned algorithms perform clustering and outlier detection in stages. In these algorithms, a clustering algorithm is used to divide the dataset into clusters and some measure is calculated for the data points based on the clusters to identify outliers. The ODC algorithm, the k-means algorithm, and the NEO-k-means algorithm integrate outlier detection into the clustering process. However, data points that are removed as outliers during the iterative process of the ODC algorithm cannot be used as normal points again when the centroids are updated. Determining the parameters $\alpha$ and $\beta$ in the NEO-k-means algorithm is time consuming.

3. The KMOR algorithm

In the KMOR algorithm, a data point that is at least $\gamma \times d_{\text{avg}}$ away from all the cluster centers is considered as an outlier, where $\gamma$ is a multiplier and $d_{\text{avg}}$ is the average distance calculated dynamically during the clustering process.

To describe the KMOR algorithm, let $X = \{x_1, x_2, \ldots, x_n\}$ be a numerical dataset containing $n$ data points, each of which is described by $d$ numerical attributes. Let $k$ be the desired number of clusters. Let $U = (u_{ij})_{n \times (k+1)}$ be an $n \times (k+1)$ binary matrix (i.e., $u_{ij} \in \{0, 1\}$) such that for each $i = 1, 2, \ldots, n,$

$$\sum_{j=1}^{k+1} u_{ij} = 1. \quad (1)$$

The binary matrix $U$ has $k+1$ columns. The last column of $U$ is used to indicate whether a data point is an outlier. If $x_i$ is an outlier, then $u_{ik+1} = 1$. If $x_i$ is a normal point, then $u_{ik+1} = 0$. If $u_{ik+1} = 0$, then $u_{il} = 1$ for some $l \in \{1, 2, \ldots, k\}$, where $l$ is the index of the cluster to which $x_i$ belongs. The binary matrix $U$ is a partition matrix that divides the dataset $X$ into $k + 1$ groups, which include $k$ normal clusters and one special “cluster” that contains the outliers.

The KMOR algorithm divides $X$ into $k$ clusters and a group of outliers by minimizing the following objective function

$$P(U, Z) = \sum_{i=1}^{n} \left( \sum_{j=1}^{k} u_{ij} \|x_i - z_j\|^2 + u_{ik+1}D(U, Z) \right), \quad (2)$$

subject to

$$\sum_{j=1}^{n} u_{ik+1} \leq n_0, \quad (3)$$

where $0 \leq n_0 < n$ is a parameter, $Z = \{z_1, z_2, \ldots, z_k\}$ is a set of cluster centers, $\| \cdot \|$ is the $L^2$ norm and

$$D(U, Z) = \left( \frac{\gamma}{n - \sum_{j=1}^{k} u_{ik+1}} \right) \sum_{i=1}^{n} \sum_{j=1}^{k} u_{ij} \|x_i - z_j\|^2. \quad (4)$$

Here $\gamma > 0$ is also a parameter. The parameters $n_0$ and $\gamma$ are used to control the number of outliers. How to select appropriate values for $n_0$ and $\gamma$ is discussed in the end of this section. The first term of $P(U, Z)$ is employed in the standard k-means algorithm to put similar data points into a cluster. The second term of $P(U, Z)$ is used to check how to assign a point to be an outlier based on the average distance calculated from $D(U, Z)$.

The condition given in Eq. (3) limits the number of outliers to be at most $n_0$. In fact, the purpose of this condition is to make sure that

$$\sum_{i=1}^{n} u_{ik+1} < n. \quad (5)$$

It is worth noting that this condition is necessary for the objective function to be nontrivial. Without the condition given in Eq. (3), the objective function reaches zero with $u_{ik+1} = 1$, $u_{ij} = 0$ for $i = 1, 2, \ldots, n$ and $l = 1, 2, \ldots, k$. In other words, the objective function without the condition is minimized when all data points are put into the group of outliers. When $n_0 = 0$, the condition given in Eq. (3) implies that $u_{ik+1} = 0$ for $i = 1, 2, \ldots, n$. In this case, the KMOR objective function becomes the standard k-means objective function. When $0 < n_0 < n$, the KMOR objective function also becomes the standard k-means objective function when $\gamma \to \infty$. In this setting, the second term $u_{ik+1}D(U, Z)$ is more dominant, the minimization procedure will favor $u_{ik+1}$ to be zero, i.e., no points will be assigned to the group of outliers. Also it is obvious in the KMOR objective function that we do not allow $n_0 \geq n$ in order to prevent the algorithm from assigning all points to the group of outliers.

Like the k-means algorithm, the KMOR algorithm starts with a set of $k$ initial cluster centers and then keeps updating $U$ and $Z$ until some stopping criterion is achieved. However, the objective function of the KMOR algorithm involves the interaction of the two set of variables: $u_{ij}(l = 1, 2, \ldots, k)$ and $u_{ik+1}$. As a result, the iterative process of the KMOR algorithm is different from that of the standard k-means algorithm. To describe the iterative process of the KMOR algorithm, we define

$$Q(U, V, Z) = \sum_{i=1}^{n} \left( \sum_{l=1}^{k} u_{il} \|x_i - z_l\|^2 + u_{ik+1}D(V, Z) \right). \quad (5)$$

where $V = (v_{ij})_{n \times (k+1)}$ is an $n \times (k+1)$ binary matrix that satisfies conditions given in (1) and (3). Comparing Eqs. (2) and (5), we have $Q(U, V, Z) = P(U, Z)$. According to $Q(U, V, Z)$, we can optimize $Q$ by solving three subproblems: $Q(U, \cdot, Z)$, $Q(V, \cdot, Z)$ and $Q(V, \cdot, \cdot)$ iteratively. The pseudo-code of the KMOR algorithm is given in Algorithm 1. For each subproblem, we have the following theorems to guarantee the optimality.

Algorithm 1: Pseudo-code of the KMOR algorithm, where $\sigma$ and $N_{\text{max}}$ are two parameters used to terminate the algorithm.

Input: $X$, $k$, $\gamma$, $n_0$, $\delta$, $N_{\text{max}}$

Output: Optimal values of $U$ and $Z$

1. Initialize $Z^{(0)} = \{z_1^{(0)}, z_2^{(0)}, \ldots, z_k^{(0)}\}$ by selecting $k$ points from $X$ randomly;
2. Update $U^{(0)}$ by assigning $x_i$ to its nearest center for $i = 1, 2, \ldots, n$;
3. $s \leftarrow 0$;
4. $P^{(0)} \leftarrow 0$;
5. while True do
6. Update $U^{(s+1)}$ by minimizing $Q(U, U^{(s)}, Z^{(s)})$ according to Theorem 1;
7. Update $Z^{(s+1)}$ by minimizing $Q(U^{(s+1)}, U^{(s+1)}, Z)$ according to Theorem 3;
8. $s \leftarrow s + 1$;
9. $P^{(s+1)} \leftarrow P(U^{(s+1)}, Z^{(s+1)})$;
10. if $|P^{(s+1)} - P^{(s)}| < \delta$ or $s \geq N_{\text{max}}$ then
11. Break;
12. end

Theorem 1. Let $V = V^*$ and $Z = Z^*$ be fixed. Let $m_1, m_2, \ldots, m_n \in \{1, 2, \ldots, k\}$ such that

$$d_{m_i} = \min_{1 \leq s \leq k} d_{m_i}.$$
(1, 2, ..., n) such that
\[ d_{i_1, m_1} \geq d_{i_2, m_2} \geq \cdots \geq d_{i_n, m_n}. \]
Define
\[ O^* = \{ i_1, i_2, \ldots, i_n \} \cap \{ i \in \{1, 2, \ldots, n\} : d_{i, m_i} > D(V^*, Z^*) \}, \]
where \( n_0 \) is a parameter of the KMO algorithm. Then the binary matrix \( U^* \) that satisfies the conditions (1) and (3) and minimizes the function given in Eq. (5) is given as:
\[
\begin{align*}
  u^*_{i,j} &= \begin{cases} 
  1, & \text{if } i \notin O^* \text{ and } l = m_i, \\
  0, & \text{if } i \in O^*,
  \end{cases} 
\end{align*}
\]
(6)
for \( i = 1, 2, \ldots, n \) and \( l = 1, 2, \ldots, k \). For \( l = k + 1 \), we have \( u^*_{i,k+1} = 1 - \sum_{i=1}^{k} u^*_{i,i} \).

**Proof.** We only need to show that for any binary matrix \( U \) satisfying the conditions (1) and (3), we have
\[ Q(U, V^*, Z^*) \leq Q(U, V^*, Z^*). \]
To do this, we let \( U \) be an arbitrary binary matrix that satisfies conditions (1) and (3) and let
\[ O = \{ i \in \{1, 2, \ldots, n\} : u_{i,k+1} = 1 \} \]
and \( t = |O| \). Let
\[ a^*_i = \sum_{i=1}^{k} u_{i,i} + u_{i,k+1} D(V^*, Z^*), \quad i = 1, 2, \ldots, n 
\]
and
\[ a_i = \sum_{i=1}^{k} u_{i,i} + u_{i,k+1} D(V^*, Z^*), \quad i = 1, 2, \ldots, n. \]
Then we have \( a^*_j = D(V^*, Z^*) \) for \( j = 1, 2, \ldots, t^* \) and \( a^*_j = d_{j, m_j} \) for \( j = t^* + 1, \ldots, n \), where \( t^* = |O^*| \).
Let \( s_1, s_2, \ldots, s_n \) be a permutation of \( (1, 2, \ldots, n) \) such that
\[ a_{s_1} = D(V^*, Z^*) \]
for \( j = 1, 2, \ldots, t \) and
\[ a_{s_n} \geq a_{s_{n-1}} \geq \cdots \geq a_{s_1}. \]
Let us first consider the case when \( t = t^* \). In this case, we have \( a^*_j = a_j = D(V^*, Z^*) \) for \( j = 1, 2, \ldots, t^* \). For \( j = t+1, t+2, \ldots, n \), we have
\[ a_{j+1} = \sum_{i=1}^{k} u_{i,j+1} d_{j+1,j} \geq d_{j+1,m_{j+1}} > D(V^*, Z^*) = a_j^*. \]
For \( j = t^* + 1, \ldots, n \), we have \( a^*_j \leq a_j \). Hence we have
\[ Q(U, V^*, Z^*) = \sum_{j=1}^{n} a^*_j \leq \sum_{j=1}^{n} a_j = Q(U, V^*, Z^*). \]
Now let us consider the case when \( t < t^* \). In this case, we have \( a^*_j = a_j = D(V^*, Z^*) \) for \( j = 1, 2, \ldots, t \). For \( j = t+1, t+2, \ldots, t^* \), we have
\[ a_{j+1} = \sum_{i=1}^{k} u_{i,j+1} d_{j+1,j} \geq d_{j+1,m_{j+1}} > D(V^*, Z^*) = a_j^*. \]
For \( j = t^* + 1, \ldots, n \), we have \( a^*_j \leq a_j \). In this case, we also have
\[ Q(U, V^*, Z^*) = \sum_{j=1}^{n} a^*_j \leq \sum_{j=1}^{n} a_j = Q(U, V^*, Z^*). \]
This completes the proof. \( \square \)

According to Theorem 1, the assignment of a point to a cluster can be determined similar to that of the standard \( k \)-means algorithm except we remove outliers in the clustering process.

**Theorem 2.** Let \( V = V^* \) and \( Z = Z^* \) be fixed. Let \( U^* \) be the binary matrix defined in Eq. (6). Then by Theorem 1, we know that \( U^* \) satisfies the conditions (1) and (3) and minimizes the function given in Eq. (5).
Suppose that
\[ \sum_{i=1}^{n} u^*_{i,k+1} = \sum_{i=1}^{n} v^*_{i,k+1}. \]
Then
\[ Q(U^*, V^*, Z^*) \leq Q(U^*, V^*, Z^*). \]
**Proof.** We only need to show that
\[ D(U^*, Z^*) \leq D(V^*, Z^*). \]
By Theorem 1, we know that \( U^* \) is a binary matrix that satisfies conditions (1) and (3) and minimizes \( Q(U, V^*, Z^*) \). Hence we have
\[ Q(U^*, V^*, Z^*) \leq Q(V^*, V^*, Z^*) \]
or
\[
\sum_{i=1}^{n} \left( \sum_{i=1}^{k} u^*_{i,l} \| x_i - z_l^* \|^2 + u^*_{i,k+1} D(V^*, Z^*) \right) \leq \sum_{i=1}^{n} \left( \sum_{i=1}^{k} v^*_{i,l} \| x_i - z_l^* \|^2 + v^*_{i,k+1} D(V^*, Z^*) \right). \]
(8)
From the assumption that \( \sum_{i=1}^{n} u^*_{i,k+1} = \sum_{i=1}^{n} v^*_{i,k+1} \) and Eq. (8), we get
\[ \sum_{i=1}^{n} \left( \sum_{i=1}^{k} u^*_{i,l} \| x_i - z_l^* \|^2 \right) \leq \sum_{i=1}^{n} \left( \sum_{i=1}^{k} v^*_{i,l} \| x_i - z_l^* \|^2 \right). \]
Eq. (7) follows from the above inequality, the assumption, and the definition of \( D(V, Z) \). This completes the proof. \( \square \)

According to Theorem 2, we can set \( V^* \) equal to \( U^* \), and guarantee that the objective function value is always non-increasing.

**Theorem 3.** Let \( U = U^* \) and \( V = V^* \) be fixed. Then the cluster centers \( Z^* \) that minimizes the function (5) is given by
\[ z_{l,s}^* = \frac{\sum_{i=1}^{n} u^*_{i,l} x_{i,s}}{\sum_{i=1}^{n} u^*_{i,l}}, \]
(9)
for \( l = 1, 2, \ldots, k \) and \( s = 1, 2, \ldots, d \), where \( x_i = [x_{i,1}, x_{i,2}, \ldots, x_{i,d}] \).
**Proof.** By combining Eqs. (4) and (5), we get
\[ Q(U^*, U^*, Z) = \left[ 1 + \frac{\sum_{j=1}^{n} u^*_{i,j+1}}{n - \sum_{j=1}^{n} u^*_{i,j+1}} \sum_{j=1}^{k} u^*_{i,j} \| x_i - z_l^* \|^2 \right]. \]
Minimizing the above equation with respect to \( Z \) is equivalent to minimizing the following function
\[ f(Z) = \sum_{i=1}^{n} \sum_{l=1}^{k} u^*_{i,l} \| x_i - z_l \|^2. \]
Taking derivative of the above equation with respect to \( z_{l,s} \) and equating the derivative to zero lead to the result. This completes the proof. \( \square \)

According to Theorem 3, we see that the update of cluster centers is the same as that in the standard \( k \)-means algorithm.
By using the results in Theorems 1–3, we can show that the KMOR algorithm converges. In particular, we have
\[
P(U^{s+1}, Z^{s+1}) = Q(U^{s+1}, U^{s+1}, Z^{s+1}) \\ \leq Q(U^{s+1}, U^{s+1}, Z^{0}) \leq Q(U^{s+1}, U^{s}, Z^{s}) \\ \leq Q(U^{s}, U^{s}, Z^{s}) = P(U^{s}, Z^{s}).
\]

We see that the objective is non-increasing. As \( U \) is finite and the objective function value is bounded below by zero, the algorithm will terminate as the objective function value is not changed after a finite number of iterations.

As shown in Algorithm 1, the KMOR algorithm requires three main parameters \( k, n_0, \) and \( \gamma \). The first parameter \( k \) is the desired number of clusters. The second parameter \( n_0 \) is the maximum number of outliers. The purpose of this parameter is to prevent the algorithm from assigning all the points to the outliers. The third parameter \( \gamma \) is used to classify normal points and outliers. In general, when the value of \( \gamma \) increases, the number of outliers decreases. The two additional parameters \( \delta \) and \( N_{\text{max}} \) are used to terminate the algorithm.

The parameters \( n_0 \) and \( \gamma \) are used together to control the number of outliers. If we know the percentage of outliers in a dataset, then we can set \( n_0 \) to that number and set \( \gamma \) to be 1 so that the algorithm will identify a group of \( n_0 \) outliers and divide the remaining data points into \( k \) clusters. If we do not know the percentage of outliers in a dataset, then we can set \( n_0 \) to a reasonable large number (e.g., 0.5\( n \)) and set \( \gamma \) appropriately to capture the outliers. For example, we can set \( \gamma \) in such a way that the scaled average distance \( D(U, Z) \) is approximately equal to the maximum of \( \sum_{i=1}^{k} u_i \| x_i - z_i \| (1 \leq i \leq n) \). Suppose that
\[
L = \max_{1 \leq i \leq n} \sum_{i=1}^{k} u_i \| x_i - z_i \|
\]
and \( \sum_{i=1}^{k} u_i \| x_i - z_i \| (1 \leq i \leq n) \) are uniformly distributed on \([0, L] \). Then such \( \gamma \) can be derived from the following relation:
\[
\gamma = \frac{n_1}{n} \left( \frac{L}{n_1} \right)^2 \approx l^2,
\]
where \( n_1 = n - n_0 \) and \( u_j k+1 \). Noting that
\[
\sum_{i=1}^{n} s^2 = n_1 \frac{n_1}{3} + n_2 \frac{n_2}{3} + n_1 \frac{n_1}{6},
\]
we get \( \gamma \approx 3 \).

If we do not know the percentage of outliers in a dataset, setting \( \gamma = 3 \) is a good initial guess. To apply the KMOR algorithm, we use the following default values for parameters: \( \gamma = 3 \), \( n_0 = 0.1n \), \( \delta = 10^{-6} \), and \( N_{\text{max}} = 100 \).

4. Numerical experiments

In this section, we demonstrate the performance of the KMOR algorithm using both synthetic and real datasets. We shall compare the KMOR algorithm with the ODC algorithm [4], the k-means–algorithm [6], and the NEO-k-means algorithm [35], which are clustering algorithms that perform clustering and outlier detection simultaneously.

To measure the performance of the KMOR algorithm, we use the following two measures: the corrected Rand index [15,21] and the distance of a classifier on the Receiver Operating Curve graph from the perfect classifier [4]. The first measure, denoted by \( R \), is used to measure the overall accuracy of the clustering algorithm in terms of clustering and outlier detection. The value of \( R \) ranges from -1 to 1. A value of 1 indicates a perfect agreement between the two partitions; while a negative value indicates agreement by chance. The second measure, denoted by \( M_E \), is used to measure the performance of the clustering algorithm in terms of outlier detection. The measure \( M_E \) ranges from 0 to \( \sqrt{n} \). A smaller value of \( M_E \) indicates a better result.

4.1. Experiments on synthetic data sets

To show that the proposed algorithm works, we generated two synthetic datasets with some outliers. The two synthetic datasets are shown in Fig. 2. The first synthetic dataset contains 106 data points, including 2 clusters and 6 outliers. The second synthetic dataset contains 816 data points, including 7 clusters and 16 outliers.

The KMOR algorithm has two main parameters: \( n_0 \) and \( \gamma \). The parameter \( n_0 \) specifies the maximum number of outliers. The parameter \( \gamma \) specifies the multiplier of the average squared distance for outlier detection. In our experiments, we used \( n_0 = 0.5n \) and \( \gamma = 3 \) as discussed in the end of Section 3. For the ODC algorithm, the parameter \( p \) is used to control the number of outliers. A smaller value of \( p \) leads to more outliers. In our experiments, we set \( p = 6 \) for ODC. For the k-means–algorithm, the parameter \( k \) refers to the top number of outliers. In our experiment, we set \( k = 0.5n \) for k-means–that is the same as the parameter \( n_0 \) in KMOR. In the NEO-k-means algorithm, \( \alpha \) captures the degree of overlap and \( \beta n \) is the maximum number of outliers. For comparison purpose, we set \( \alpha = 0 \) and \( \beta = 0.5 \) for NEO-k-means. Since all four algorithms can be affected by the cluster center initialization problem, we run each algorithm 100 times with different initial cluster centers selected randomly from the datasets.

Table 1 summarizes the average accuracy and runtime when the four algorithms are applied to the two synthetic datasets. From Table 1(a), we see that the KMOR algorithm performs the best among the four algorithms in terms of overall accuracy as measured by the corrected Rand index. The k-means–algorithm and the NEO-k-means algorithm produced similar results. In addition, the KMOR algorithm identified 6.14 outliers on average, which is close to the actual number of outliers in the first synthetic dataset. The average number of outliers identified by the k-means–algorithm and the NEO-k-means algorithm is close to the specified number of outliers.

Table 1(b) shows the average statistics of 100 runs of the four algorithms on the second synthetic dataset. For the second synthetic dataset, the ODC algorithm achieved the best overall performance. However, the ODC algorithm did not identify any outliers as the average number of identified outliers is zero. Again, the number of outliers identified by the k-means–algorithm and the NEO-k-means algorithm is close to the specified number of outliers.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Average statistics of 100 runs of the four algorithms on synthetic datasets. The runtime is measured in seconds. (a) Results on the first synthetic dataset with ( k = 2 ). (b) Results on the second synthetic dataset with ( k = 7 ).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KMOR</td>
</tr>
<tr>
<td>( R )</td>
<td>0.91</td>
</tr>
<tr>
<td>( M_E )</td>
<td>0.05</td>
</tr>
<tr>
<td>Outliers</td>
<td>6.14</td>
</tr>
<tr>
<td>Runtime</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>KMOR</td>
</tr>
<tr>
<td>( R )</td>
<td>0.562</td>
</tr>
<tr>
<td>( M_E )</td>
<td>0.707</td>
</tr>
<tr>
<td>Outliers</td>
<td>272.37</td>
</tr>
<tr>
<td>Runtime</td>
<td>0.029</td>
</tr>
</tbody>
</table>
In a real experiment, outliers maintain the WBC algorithm means. Increase age, which is less than the specified number of outliers \( n_0 \). We can increase \( \gamma \) to decrease the number of outliers.

In term of runtime, the \( k \)-means algorithm and the NEO-\( k \)-means algorithm were slower than the KMOR algorithm and the ODC algorithm. For the second synthetic dataset, the NEO-\( k \)-means algorithm is the slowest because it needs to sort the distances between all points and all cluster centers.

### 4.2. Experiments on real data sets

To test the performance of the proposed algorithm, we also obtained real datasets from UCI machine learning Repository [10]: the WBC dataset and the Shuttle dataset. The WBC dataset contains 699 records, each of which is described by 9 numerical attributes. The WBC dataset contains 2 clusters: malignant and benign. The benign cluster contains 458 records and the malignant cluster contains 241 records. We treat the benign records as normal and the malignant records are outliers. The WBC dataset was used to study outlier detection by He et al. [19], Jiang and An [26], and Duan et al. [8]. The shuttle dataset contains 58,000 records, which are described by 9 numerical features. The shuttle dataset consists of a training set and a test set. We use the training set in our experiments. The training set contains 43,500 records and 7 classes. The largest three classes contain 99.57% of the points. We treat the points in the three largest classes as normal points and points in the reset four classes as outliers. The shuttle dataset was used to study outliers by Chawla and Gionis [6].

We applied KMOR, ODC, \( k \)-means, and NEO-\( k \)-means to the real datasets 100 times with different initial cluster centers, which are selected randomly from the datasets. The average corrected Rand index, the average \( M_E \) measure, the average number of outliers, and the average runtime of these 100 runs on the real datasets are summarized in Table 2(a) and (b). For the WBC dataset, we used the parameter values mentioned before. Since the shuttle dataset is a large dataset, we used a larger value for \( \gamma \) and a smaller value for \( n_0 \) in order to control the number of outliers. In particular, we use \( n_0 = 0.1n \) and \( \gamma = 9 \) for KMOR. Similar to the way we select parameter values for the synthetic datasets, we use \( p = 9 \) for ODC, \( l = 0.1n \) for \( k \)-means, and \( \alpha = 0 \) and \( \beta = 0.1 \) for NEO-\( k \)-means.

From Table 2(a), we see that each of the four algorithms produced identical clustering results for the 100 runs. Since the desired number of clusters is 1 for the WBC dataset, all the 100 runs produced the same results. The standard deviations of the corrected Rand index, the \( M_E \) measure, and the number of outliers are zero. The runtime of each run was different due to the operating system. By comparing the average corrected Rand indices and the average classifier distances, we see that the KMOR algorithm achieved the best performance in terms of overall accuracy and outlier detection.

Table 2(b) summarizes the performance of the four algorithms on the shuttle dataset. From this table we see that the KMOR algorithm achieved the best performance in terms of overall accuracy. This test shows the KMOR algorithm is able to converge fast for large datasets. The NEO-\( k \)-means algorithm was the slowest algorithm due to the fact that it needs to sort \( nk \) distances for record assignments.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>KMOR</th>
<th>ODC</th>
<th>( k )-means</th>
<th>NEO-( k )-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>0.695</td>
<td>0</td>
<td>0.477</td>
<td>0.481</td>
</tr>
<tr>
<td>( M_F )</td>
<td>0.127</td>
<td>1</td>
<td>0.236</td>
<td>0.214</td>
</tr>
<tr>
<td>Outliers</td>
<td>299</td>
<td>0</td>
<td>349</td>
<td>349</td>
</tr>
<tr>
<td>Runtime</td>
<td>0.023</td>
<td>0.009</td>
<td>0.037</td>
<td>0.021</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th>KMOR</th>
<th>ODC</th>
<th>( k )-means</th>
<th>NEO-( k )-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>0.46</td>
<td>0.44</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>( M_F )</td>
<td>0.99</td>
<td>1.002</td>
<td>1.009</td>
<td>1.009</td>
</tr>
<tr>
<td>Outliers</td>
<td>1106.7</td>
<td>72.07</td>
<td>4350</td>
<td>4349.96</td>
</tr>
<tr>
<td>Runtime</td>
<td>1.262</td>
<td>1.646</td>
<td>2.689</td>
<td>5.26</td>
</tr>
</tbody>
</table>

(b)

Fig. 2. Two synthetic datasets with outliers.
In summary, the tests on both synthetic data and real data have shown that the KMOR algorithm is able to cluster data and detect outliers simultaneously. In addition, the tests also show that the KMOR algorithm is able to outperform the ODC algorithm, the k-means–algorithm, and the NEO-k-means algorithm in terms of overall accuracy and outlier detection. For large datasets, the KMOR algorithm is also able to outperform other algorithms in terms of speed.

5. Conclusions

Both clustering and outlier detection are important data analytics tasks. In this paper, we proposed the KMOR algorithm by extending the k-means algorithm to provide data clustering and outlier detection simultaneously. In the KMOR algorithm, two parameters $n_0$ and $\gamma$ are used to control the number of outliers. The parameter $n_0$ is the maximum number of outliers the proposed algorithm will produce regardless the value of $\gamma$. For fixed $n_0$, a larger value of $\gamma$ leads to less number of outliers. We can also estimate the two parameters within the algorithm. For example, we can follow the approach proposed in [35] by running the traditional k-means algorithm on a dataset to estimate $n_0$ and $\gamma$.

We compared the KMOR algorithm, the ODC algorithm [4], the k-means–algorithm [6], and the NEO-k-means algorithm [35]. The experiments on both synthetic data and real data have shown that the KMOR algorithm is able to cluster data and detect outliers at the same time. The tests have also shown that the KMOR algorithm was able to outperform other algorithms in terms of accuracy and runtime. Since outlier detection in the KMOR algorithm is natural part of the clustering process, points can move between normal clusters and the outlier cluster. In the ODC algorithm, however, points assigned to the outlier cluster cannot be reassigned to a normal cluster.

In future, we would like to extend the KMOR algorithm in the following directions. First, we would like to investigate other ways to control the number of outliers. Currently we control the number of outliers by the parameter $n_0$. Second, we would like to extend the KMOR algorithm for subspace clustering [13,15–17,20]. Currently the KMOR algorithm was not designed to identify clusters embedded in subspaces of the original data space. Finally, it is also interesting to investigate how to select an appropriate value for the parameter $k$ required by the KMOR algorithm [28,29]. In the current version of the algorithm, we assume that $k$ is given.
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