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\section*{ABSTRACT}
This paper proposes a subspace clustering algorithm with automatic feature grouping for clustering high-dimensional data. In this algorithm, a new component is introduced into the objective function to capture the feature groups and a new iterative process is defined to optimize the objective function so that the features of high-dimensional data are grouped automatically. Experiments on both synthetic data and real data show that the new algorithm outperforms the FG-\textit{k}-means algorithm in terms of accuracy and choice of parameters.

1. Introduction

As one of the major tasks of data mining, data clustering is a process that aims to identify homogeneous groups or clusters of objects from a set of objects. Given a set of multi-dimensional data points, clustering algorithms can be used to find a partition of the points into clusters such that the points within a cluster are similar to each other and the points from different clusters are quite distinct \cite{1,2}. Data clustering can be applied to a wide range of areas such as bioinformatics \cite{3}, pattern recognition \cite{4}, health care \cite{5}, insurance \cite{6}, to just name a few.

In the past six decades, many clustering algorithms have been developed. The \textit{k}-means algorithm is one of the oldest and most widely used clustering algorithm \cite{7}. In the \textit{k}-means algorithm, the number of clusters is a required input. Given a dataset and a number \textit{k} of clusters, the \textit{k}-means algorithm starts from \textit{k} initial cluster centers and then repeats updating the cluster memberships and the cluster centers until some stop criterion is met \cite{8}. A key problem of the \textit{k}-means algorithm and other conventional clustering algorithms is that they suffer from the curse of dimensionality. In high-dimensional data, clusters are usually embedded in subspaces of the original data space and different clusters might be embedded in different subspaces. As a result, these conventional clustering algorithms are not efficient to deal with high-dimensional data.

To address this problem, subspace clustering algorithms have been developed to identify clusters embedded in subspaces of the original data space. Agrawal et al. proposed a clustering algorithm called CLIQUE to find dense subspace clusters \cite{9}. Parsons et al. presented a review of subspace clustering algorithms developed up to that time \cite{10}. Huang et al. proposed a subspace clustering algorithm called \textit{W}-\textit{k}-means by introducing feature weighting to the \textit{k}-means algorithm. Gan and Wu proposed the FSC algorithm and proved its convergence \cite{12}. In \cite{13}, Jing et al. proposed a subspace clustering algorithm named EWMK by extending the \textit{k}-means algorithm to include weight entropy in the objective function. In \cite{14}, Domeniconi et al. proposed the LAC algorithm, which is similar to EWMK. Kriegel et al. presented a comprehensive survey of high-dimensional data clustering, including subspace clustering \cite{15}. In \cite{16}, Deng et al. extended the EWMK algorithm to a new subspace clustering algorithm named EEW-SC by considering between-cluster separation. In \cite{17}, Favaro et al. treated the subspace clustering problem as a rank minimization problem and proposed a closed-form solution. Müller et al. studied the scalability issue of clustering high-dimensional data and proposed a density-based subspace clustering algorithm \cite{18}. Elhamifar and Vidal presented a sparse subspace clustering (SSC) algorithm using the idea of sparse representation \cite{19}. The correctness of the SSC algorithm was proved by Soltanolkotabi et al. \cite{20}. Timmerman et al. proposed a subspace \textit{k}-means algorithm by modeling the centers and cluster residuals in reduced spaces \cite{21}. In \cite{22}, Mcwilliams and Montana proposed a predictive subspace clustering (PSC) algorithm by assuming that each cluster can be approximated well by a linear subspace estimated by a principal component analysis. Zhu et al.
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proposed online subspace clustering algorithm to clustering data streams [23]. In [24], the authors proposed a subspace clustering algorithm based on affinity propagation.

The aforementioned subspace clustering algorithms can be divided into two categories: hard subspace clustering and soft subspace clustering. A hard subspace clustering algorithm determines the exact subspaces in which clusters are embedded. A soft subspace clustering algorithm assigns weights to features and identify subspaces with large weights. One major challenge of the soft subspace clustering algorithms mentioned above is that the individual feature weights are sensitive to noise and missing values. To address this problem, Chen et al. introduced the idea of assigning weights to feature groups and proposed a new subspace clustering algorithm called FG-k-means [25]. The FG-k-means algorithm is shown to outperform the k-means algorithm and several other subspace clustering algorithms such as W-k-means [11], LAC [14], and EWKM [13].

However, the FG-k-means algorithm requires that the feature groups are determined before the data is clustered. In many cases, we do not know the group information of the features that describe a high-dimensional dataset. In this paper, we propose a subspace clustering algorithm, referred to as AFG-k-means, that is able to determine the feature groups automatically during the clustering process. The AFG-k-means algorithm extends the k-means algorithm by incorporating automatic feature group selection.

The remaining of the paper is organized as follows. In Section 2, we review the FG-k-means algorithm. In Section 3, we present the new subspace clustering algorithm, i.e., the AFG-k-means algorithm. In Section 4, we demonstrate the performance of the AFG-k-means algorithm using both synthetic data and real data. Section 5 concludes the paper with some remarks.

2. Related work

In this section, we give a brief introduction to the FG-k-means algorithm [25]. To describe these algorithms, we let $X = \{x_1, x_2, \ldots, x_n\}$ be a dataset of $n$ points, each of which is described by a set of $m$ features: $A = \{A_1, A_2, \ldots, A_m\}$.

In the FG-k-means algorithm, the features describe the high dimensional data are divided into feature groups, each of which is associated with a group weight. Within a feature group, each feature is also associated with a feature weight. The two types of weights are updated in the clustering process to identify important feature groups and individual features in each cluster.

Suppose that the set of features is divided into $T$ groups $G = \{G_1, G_2, \ldots, G_T\}$ such that $G_1 \neq \emptyset$, $G_t \cap G_s = \emptyset$ for $1 \leq t, s \leq T$, $t \neq s$, and $\bigcup_{t=1}^{T} G_t = A$. To cluster $X$ into $k$ clusters, the FG-k-means algorithm minimizes the following objective function:

$$P(U, Z, V, W) = \min \sum_{j=1}^{k} \left[ \sum_{t=1}^{T} \sum_{i=1}^{n} \sum_{j \in G_t} u_{ij} w_t(x_{ij}, z_j) + \frac{\eta}{T} \sum_{t=1}^{T} \sum_{j \in G_t} w_t \log(v_j(\nu_j)) \right]$$

subject to the following conditions:

$$\sum_{i=1}^{n} u_{ij} = 1, \quad i = 1, 2, \ldots, n, \quad u_{ij} \in \{0, 1\}$$

$$\sum_{t=1}^{T} w_t = 1, \quad l = 1, 2, \ldots, k, \quad w_t > 0$$

where $U = (u_{ij})_{n \times k}$ is a hard partition matrix, $Z = \{z_1, z_2, \ldots, z_k\}$ is a set of $k$ cluster centers, $V = (v_j)_{k \times m}$ and $W = (w_t)_{k \times T}$ are the two weight matrices mentioned before, $\lambda$ and $\eta$ are two positive parameters, and $d(x_{ij}, z_j)$ is a distance measure between the $i$-th object and the center of the $l$-th cluster in the $j$-th feature. If the $j$-th feature is numeric, the distance measure is the square Euclidean distance. If the $j$-th feature is categorical, the distance measure is just the simple matching distance.

In the FG-k-means algorithm, the objective function given in Eq. (1) is optimized as follows. Given $Z = \hat{Z}$, $V = \hat{V}$, and $W = \hat{W}$, the hard partition matrix $U$ that minimizes the objective function is given by

$$u_{ij} = \begin{cases} 1 & \text{if } D_{ij} \leq D_{ik} \text{ for } 1 \leq s \leq k; \\ 0 & \text{otherwise}. \end{cases}$$

where

$$D_{ij} = \sum_{t=1}^{T} \hat{w}_t \sum_{j \in G_t} \hat{v}_t d(x_{ij}, z_j).$$

Given $U = \hat{U}$, $Z = \hat{Z}$, and $W = \hat{W}$, the weight matrix $V$ that minimizes the objective function is given by

$$v_j = \frac{\exp\left(-\frac{E_j}{\eta}\right)}{\sum_{h = 1}^{l} \exp\left(-\frac{E_h}{\eta}\right)}$$

where $E_l = \sum_{i=1}^{n} \hat{u}_{il} \hat{w}_l d(x_{ij}, \hat{z}_j)$ with $t$ being the index of the feature group to which the $j$-th feature is assigned, i.e., $A_j \in G_t$. Given $U = \hat{U}$, $Z = \hat{Z}$, and $V = \hat{V}$, the weight matrix $W$ that minimizes the objective function is given by

$$w_t = \frac{\exp\left(-\frac{F_r}{\epsilon}\right)}{\sum_{s=1}^{T} \exp\left(-\frac{F_s}{\epsilon}\right)}$$

where $F_l = \sum_{i=1}^{n} \hat{u}_{il} \sum_{j \in G_l} \hat{v}_t d(x_{ij}, \hat{z}_j)$.

Note that in the FG-k-means algorithm, the feature group $G$ is given as an input. The feature group weights are automatically calculated by the algorithm.

3. The AFG-k-means algorithm

In this section, we present the AFG-k-means algorithm that incorporates automatic feature grouping in the clustering process. To describe the algorithm, we let $X = \{x_1, x_2, \ldots, x_n\}$ be a dataset of $n$ points, each of which is described by a set of $m$ numerical features: $A = \{A_1, A_2, \ldots, A_m\}$. Let $k$ be the desired number of clusters and let $T$ be the desired number of feature groups.

The objective function of the AFG-k-means algorithm is defined as

$$Q(U, Z, W, G, V, F) = \sum_{l=1}^{k} \sum_{i=1}^{n} \hat{u}_{il} \sum_{j=1}^{m} \hat{w}_l^2 (x_{ij} - \hat{z}_j)^2 + \epsilon_1 \sum_{l=1}^{k} \sum_{i=1}^{n} \hat{w}_l^2$$

$$+ \beta \left( \sum_{l=1}^{k} \sum_{i=1}^{n} \hat{v}_t^2 \sum_{j=1}^{m} \hat{w}_l^2 (x_{ij} - y_{ij})^2 + \epsilon_2 \sum_{l=1}^{k} \sum_{i=1}^{n} \hat{w}_l^2 \right),$$

where $U = (u_{ij})_{n \times k}$ is an $n \times k$ matrix of binary numbers. If point $x_i$ belongs to the $l$-th cluster, then $u_{ij} = 1$; otherwise, $u_{ij} = 0$. $Z = \{z_1, z_2, \ldots, z_k\}$ is a set of $k$ cluster centers, $W = (w_t)_{k \times m}$ is a $k \times m$ matrix of feature weights.
m matrix of positive real numbers that satisfies the following conditions:

\[
\sum_{j=1}^{m} w_j = m, \quad l = 1, 2, \ldots, k.
\] (8)

\[G = (g_{jk})_{m \times T}\] is an \(m \times T\) matrix of binary numbers. If the \(j\)-th feature belongs to the \(t\)-th group, then \(g_{jk} = 1\); otherwise, \(g_{jk} = 0\).

\[V = (v_{jk})_{T \times T}\] is a \(k \times T\) matrix of real numbers. \(\Gamma = (\gamma_{jk})_{k \times T}\) is a \(k \times T\) matrix of positive real numbers that satisfies the following conditions:

\[\sum_{j=1}^{k} \gamma_{jk} = k, \quad t = 1, 2, \ldots, T.
\] (9)

\(c_1\) is a nonnegative regularization constant. \(c_2\) is a nonnegative regularization constant. \(\beta\) is a nonnegative constant. \(x_j\) denotes the value of \(x_i\) in the \(j\)-th feature. \(z_j\) denotes the value of \(z_i\) in the \(j\)-th feature.

The AFG-\(k\)-means algorithm minimizes this objective function to find optimal values for \(U, Z, W, G, V, \) and \(\Gamma\). Comparing the objective function of the FG-\(k\)-means algorithm given in Eq. (1) and that of the AFG-\(k\)-means algorithm given in Eq. (7), we see that the AFG-\(k\)-means algorithm includes a component in its objective function to group features by the individual feature weights. In the AFG-\(k\)-means algorithm, two features are assigned to the same group if the individual feature weight patterns are similar.

Here the second component of the objective function is the objective function of the FSC algorithm for the dataset consisting of feature weights:

\[
\begin{pmatrix}
    w_{11} & w_{21} & \cdots & w_{k1} \\
    w_{12} & w_{22} & \cdots & w_{k2} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{1m} & w_{2m} & \cdots & w_{km}
\end{pmatrix}
\]

which has \(m\) points described by \(k\) features.

The objective function given in Eq. (7) can be minimized iteratively as follows. At the beginning of the algorithm, we initialize \(Z\) by selecting randomly \(k\) points from the dataset and initialize \(W\) by equal values, i.e., \(w_j = 1\) for \(l = 1, 2, \ldots, k\) and \(j = 1, 2, \ldots, m\). Since the weight matrix \(W\) has equal values, the objective function value is independent of \(G\). After initialization, the algorithm proceeds to minimize the objective function according to the following theorems.

**Theorem 1 (Update U).** Given \(Z = \hat{Z}, W = \hat{W}, G = \hat{G}, V = \hat{V}, \) and \(\Gamma = \hat{\Gamma}\), the partition matrix \(U\) that minimizes the objective function given in Eq. (7) is given by

\[
u_g = \begin{cases} 1 & \text{if } D_u \leq D_h \text{ for all } h = 1, 2, \ldots, k, \\ 0 & \text{otherwise}, \end{cases}
\] (11)

where \(D_u = \sum_{j=1}^{m} w_j^2 (x_i - \hat{x}_j)^2, \quad i = 1, 2, \ldots, n, \quad l = 1, 2, \ldots, k.\)

**Theorem 1** says that point \(x_i\) should be assigned to a cluster such that \(x_i\) is closest to the cluster’s center. The proof of **Theorem 1** is straightforward.

**Theorem 2 (Update Z).** Given \(U = \hat{U}, W = \hat{W}, G = \hat{G}, V = \hat{V}, \) and \(\Gamma = \hat{\Gamma}\), the set \(Z\) of cluster centers that minimizes the objective function given in Eq. (7) is given by

\[
z_{jl} = \frac{\sum_{i=1}^{n} \hat{u}_{ij} x_i}{\sum_{i=1}^{n} \hat{u}_{ij}}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, m.
\] (12)

From **Theorem 2** we see that updating the cluster centers is similar to that of the \(k\)-means algorithm. Updating the cluster centers is independent of the weight matrix \(W\), feature membership matrix \(G\), and feature center \(V\).

**Theorem 3 (Update W).** Given \(U = \hat{U}, Z = \hat{Z}, G = \hat{G}, V = \hat{V}, \) and \(\Gamma = \hat{\Gamma}\), the weight matrix \(W\) that minimizes the objective function given in Eq. (7) is given by

\[
w_{jl} = \frac{\beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} - \lambda l - \lambda t}{\beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} + \epsilon + \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} + \epsilon + \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} + \epsilon}
\] (13)

where

\[
E_{lj} = \epsilon + \sum_{i=1}^{n} \hat{u}_{ij} (x_i - \hat{x}_j)^2, \quad l = 1, 2, \ldots, k, \quad j = 1, 2, \ldots, m;
\] (14)

and

\[
\lambda_l = \frac{-2m + 2 \sum_{i=1}^{n} \hat{u}_{ij} (x_i - \hat{x}_j)^2}{\sum_{h=1}^{k} \beta \sum_{t=1}^{T} \hat{g}_{ht}^2 \hat{v}_{ht} + \epsilon}
\] (15)

for \(l = 1, 2, \ldots, k.\)

**Proof.** To prove **Theorem 3**, we use the method of Lagrange multiplier. To minimize the objective function given in Eq. (7) subject to the constraint given in Eq. (8), we minimize the following unconstrained objective function:

\[
Q_1(\hat{U}, \hat{Z}, W, \hat{G}, \hat{V}, \hat{\Gamma}, \lambda)
\]

\[
= \sum_{l=1}^{k} \sum_{i=1}^{n} \hat{u}_{ij} (x_i - \hat{x}_j)^2 + \epsilon \sum_{l=1}^{k} \sum_{i=1}^{m} w_{lj}^2
\]

\[
+ \beta \sum_{t=1}^{T} \sum_{j=1}^{k} \hat{g}_{jt}^2 \hat{v}_{jt} - \lambda l - \lambda t
\]

\[
+ \sum_{j=1}^{k} \lambda_l \left( \sum_{i=1}^{n} w_{li} - m \right)
\] (16)

where \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k)\). By fixing \(l\), taking derivative of \(Q_1\) with respect to \(w_{l1}, w_{l2}, \ldots, w_{lm}\), and \(\lambda_l\) and equating the derivatives to zero, we get

\[
\frac{\partial Q_1}{\partial w_{lj}} = \sum_{i=1}^{n} \hat{u}_{ij} 2(w_{lj} - \hat{v}_{lj})^2 + 2 \epsilon w_{lj}
\] (17)

and

\[
\frac{\partial Q_1}{\partial \lambda_l} = \sum_{j=1}^{m} w_{lj} - m = 0.
\] (18)

Solving the above linear equation system, we obtain

\[
w_{lj} = \frac{2 \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} - \lambda l - \lambda t}{2 \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} + 2 \epsilon}
\] (19)

and

\[
\sum_{j=1}^{m} w_{lj} = \frac{2 \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} - \lambda l - \lambda t}{2 \beta \sum_{t=1}^{T} \hat{g}_{jt}^2 \hat{v}_{jt} + 2 \epsilon}
\] (20)

The results follow by rearranging the terms in the above equation.
From Theorem 3 we see that the AFG-k-means algorithm reduces to the W-k-means algorithm [11] when $\beta \to 0$. When $\beta \to \infty$, we have

$$\begin{align*}
W_j &= \frac{\sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2 \hat{v}_t}{\sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2} - m + \sum_{h=1}^m \left( \frac{\sum_{t=1}^T \hat{g}_{ht} \hat{\theta}_t^2}{\sum_{t=1}^T \hat{g}_{ht} \hat{\theta}_t^2} \right)^{-1} - \sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2 \hat{v}_t \\
&= \frac{\sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2 \hat{v}_t}{\sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2} - m - \sum_{t=1}^T \hat{g}_{jt} \hat{\theta}_t^2 \hat{v}_t
\end{align*}$$

which shows that features in the same group have the same weight.

**Theorem 4 (Update G).** Given $U = \hat{U}$, $Z = \hat{Z}$, $W = \hat{W}$, $V = \hat{V}$, $\Gamma = \hat{\Gamma}$, and $\beta > 0$, the feature membership matrix $G$ that minimizes the objective function given in Eq. (7) is given by

$$g_{jt} = \begin{cases} 1 & \text{if } F_j \leq F_{jt} \text{ for all } s = 1, 2, \ldots, T, \\ 0 & \text{otherwise}. \end{cases}$$

where

$$F_j = \sum_{l=1}^k \hat{\gamma}_{jl} (\hat{\omega}_{jl} - \hat{v}_j)^2, \quad j = 1, 2, \ldots, m, \quad t = 1, 2, \ldots, T. \quad (23)$$

If $\beta = 0$, then $G$ has no impact on the objective function. In this case, we just set $G$ by assigning all features into one group.

**Theorem 5 (Update V).** Given $U = \hat{U}$, $Z = \hat{Z}$, $W = \hat{W}$, $\Gamma = \hat{\Gamma}$, and $\beta > 0$, the matrix $V$ that minimizes the objective function given in Eq. (7) is given by

$$v_{lt} = \begin{cases} \frac{\sum_{j=1}^m \hat{g}_{jt} \hat{\theta}_j \hat{\omega}_{lt}}{\sum_{j=1}^m \hat{g}_{jt} \hat{\theta}_j} & \text{if } \sum_{j=1}^m \hat{g}_{jt} \hat{\theta}_j \neq 0, \\ 0 & \text{otherwise}. \end{cases}$$

If $\sum_{j=1}^m \hat{g}_{jt} \hat{\theta}_j = 0$ (i.e., the $t$-th feature group is empty), then we set $v_{lt} = 0$. If $\beta = 0$, then $V$ has no impact on the objective function. In this case, we also set all elements of $V$ to be zero.

---

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>1</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.0001</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\delta_m$</td>
<td>100</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>

---

**Table 2**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Group</th>
<th>Centers, $V$</th>
<th>Feature</th>
<th>Group</th>
<th>Centers, $\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7277</td>
<td>4.1622</td>
<td>0.0367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.2718</td>
<td>4.4024</td>
<td>0.1086</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.6651</td>
<td>0.1182</td>
<td>0.0722</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 1.** The average accuracy of 100 runs of the AFG-k-means algorithm and the FG-k-means algorithm on the first synthetic dataset. (a) The average corrected Rand indices of the AFG-k-means algorithm with $k=3$, $T=3$, and default values for other parameters. (b) The average corrected Rand indices of the FG-k-means algorithm with the corrected feature groups as input.
Theorem 6 (Update $\Gamma$). Given $\hat{U} = \hat{\hat{U}}$, $Z = \hat{\hat{Z}}$, $\hat{W} = \hat{\hat{W}}$, $G = \hat{\hat{G}}$, $V = \hat{\hat{V}}$, and $\beta > 0$, the weight matrix $\Gamma$ that minimizes the objective function given in Eq. (7) is given by

$$
\gamma_{lt} = \frac{k}{\sum_{s=1}^{k} H_{st}} \sum_{s=1}^{k} H_{st},
$$

where

$$
H_{lt} = \epsilon^2 + \sum_{j=1}^{m} g_{jt} \left( \frac{\hat{w}_{lj}}{C_0 \hat{v}_{lt}} \right)^2, \quad l = 1, 2, \ldots, k, \quad t = 1, 2, \ldots, T.
$$

If $\beta = 0$, then $\Gamma$ has no impact on the objective function. In this case, we set all elements of $\Gamma$ to be one.

Fig. 2. The average speed of 100 runs of the AFG-$k$-means algorithm and the FG-$k$-means algorithm on the first synthetic dataset with various parameter values. (a) The average runtime (in seconds) of the AFG-$k$-means algorithm with $k = 3$, $T = 3$, and default values for other parameters. (b) The average runtime (in seconds) of the FG-$k$-means algorithm with the corrected feature groups as input.

Fig. 3. The average accuracy of 100 runs of the AFG-$k$-means algorithm and the FG-$k$-means algorithm on the second synthetic dataset with various parameter values. (a) The average corrected Rand indices of the AFG-$k$-means algorithm with $k = 3$, $T = 3$, and default values for other parameters. (b) The average corrected Rand indices of the FG-$k$-means algorithm with the correct feature groups as input.

Fig. 4. The average speed of 100 runs of the AFG-$k$-means algorithm and the FG-$k$-means algorithm on the second synthetic dataset with various parameter values. (a) The average runtime (in seconds) of the AFG-$k$-means algorithm with $k = 3$, $T = 3$, and default values for other parameters. (b) The average runtime (in seconds) of the FG-$k$-means algorithm with the corrected feature groups as input.
The pseudo-code of the AFG-k-means algorithm is shown in Algorithm 1. The inputs to the algorithm include a dataset and several parameters, which are the number of clusters, the number of feature groups, \(\beta, \epsilon_1, \epsilon_2, N_{\text{max}}, \) and \(\delta\). The last two parameters are used to terminate the algorithm. The parameter \(N_{\text{max}}\) is the maximum number of iterations. The parameter \(\delta\) is a small positive constant. If the absolute change of the values of the first objective function is less than \(\delta\), the algorithm is terminated. We can choose the desired number of clusters and the number of feature groups for the underlying dataset. For the other parameters (i.e., \(\beta, \epsilon_1, \epsilon_2, N_{\text{max}}, \) and \(\delta\)), we can use the default values given in Table 1.

**Algorithm 1.** The AFG-k-means algorithm.

**Input:** \(X, k, T, \beta, \epsilon_1, \epsilon_2, N_{\text{max}}, \delta\)

**Output:** Optimal values of \(U, Z, W, G, \) and \(V\)

1. Initialize \(Z^{(0)}\) by selecting \(k\) points from \(X\) randomly;
2. Set all initial elements in \(W^{(0)}, r^{(0)}, \) and \(v^{(0)}\) to one;
3. Update \(U^{(0)}\) according to Theorem 1;
4. Initialize \(G^{(0)}\) by assigning all features into one group;
5. \(s \leftarrow 0;\)
6. \(Q^{(0)} \leftarrow 0;\)
7. **While** True do
   8. Update \(Z^{(s+1)}\) according to Theorem 2;
   9. Update \(U^{(s+1)}\) according to Theorem 1;
   10. Update \(W^{(s+1)}\) according to Theorem 3;
   11. if \(s = 0\) then
      12. \(\text{Initialize} V^{(1)}\) by selecting \(T\) columns from \(W\) randomly;
   else
      14. Update \(V^{(s+1)}\) according to Theorem 5;
   end
   16. Update \(G^{(s+1)}\) according to Theorem 4;
   17. Update \(r^{(s+1)}\) according to Theorem 6;
   18. \(s \leftarrow s + 1;\)
   19. \(Q^{(s+1)} \leftarrow Q^{(s+1)} + Q^{(s+1)} G^{(s+1)} V^{(s+1)};\)
   20. if \(|Q^{(s+1)} - Q^{(0)}| \leq \delta \) or \(s \geq N_{\text{max}}\) then
      21. \(\text{Break;}\)
   end
23 **end**

4. Numerical experiments

In this section, we present some numerical experiments to demonstrate the performance of the AFG-k-means algorithm in terms of discovering subspace clusters and identifying feature groups associated with them. We use both synthetic data and real data in these experiments.

4.1. Experiments on synthetic data

In this subsection, we use synthetic data to demonstrate the performance of the AFG-k-means algorithm.

4.1.1. Synthetic data generation

We follow the idea given in [25] to generate subspace clusters in feature groups. Suppose that we want to generate a dataset that contains \(n\) points in an \(m\)-dimensional space and has \(k\) subspace clusters in \(T\) feature groups. Let \(A = (a_{ij})_{n \times T}\) be a matrix of real numbers and let \(B = (b_{ij})_{k \times T}\) be a matrix of positive real numbers. Let \(G = (g_{jk})_{k \times T}\) is a binary matrix indicating the feature groups. Let \(U = (u_{ij})_{n \times k}\) is a binary matrix indicating the clusters. Then we can generate \(n\) data points as follows:

\[
x_y = \sum_{j=1}^{k} u_{ij} \frac{\sum_{t=1}^{T} g_{jt} (a_{yt} + R_y b_{yt})}{\sum_{j=1}^{k} \sum_{t=1}^{T} g_{jt}},
\]

where \(R_y\) is a random number generated from the standard normal distribution. Once we have the dataset, then we normalize dataset such that each dimension has a standard deviation of one.

To generate a synthetic dataset using this method, we only need to specify \(n, m, k, T, \beta, \epsilon_1, \epsilon_2, \) and \(\delta\). From Eq. (27) we see that each cluster may have different centers and that the points in each cluster can have different dispersions in different feature groups. We can change the input standard deviation matrix \(B\) to generate subspace clusters in feature groups.

4.1.2. Results

We use the aforementioned method to generate two synthetic datasets. The first dataset is generated with the following parameters: \(n=5000, m=200, G = \{(1, ..., 40), (41, ..., 80), (81, ..., 200)\}, U = \{(1, T, 2000), (2001, ..., 4000), (4001, ..., 5000)\},\)

\[
A = \begin{bmatrix} 0 & 0 & 0 \\ 20 & 0 & 0 \\ 0 & 20 & 0 \end{bmatrix}, \text{ and } B = \begin{bmatrix} 1 & 5 & 3 \\ 1 & 3 & 5 \\ 5 & 1 & 3 \end{bmatrix}.
\]

Here we use sets to represent the binary matrices \(G\) and \(U\) to save spaces. The first dataset contains 5000 points, each of which is described by 200 features. The features are divided into 3 groups. The dataset contains three clusters, which contain 2000, 2000, and 1000 points. The first cluster has relatively small dispersions in the first and the third feature groups. The third cluster has relatively small dispersions in the second and the third feature groups.

To test the impact of the parameters \(\beta\) and \(\epsilon_1\) on the performance of the AFG-k-means algorithm, we applied the AFG-k-means algorithm to the first synthetic data with \(\beta = 3\) and \(\epsilon_1 = 3\) for \(i, j = 0, 1, ..., 9\). For each combination of these values, we run the algorithm 100 times with different seeds used to initialize cluster centers and feature groups randomly. For comparison purpose, we also applied the FG-k-means to the first synthetic dataset with \(\lambda = 3\) and \(\eta = 3\) for \(i, j = 0, 1, ..., 9\). The average accuracy of the two algorithms on the first synthetic dataset is shown in Fig. 1. From Fig. 1, we see that the AFG-k-means algorithm produces more accurate results than the FG-k-means algorithm does. In addition, the AFG-k-means algorithm is less sensitive to its parameters than the FG-k-means algorithm does. As we can see from Fig. 1, the FG-k-means algorithm produced more accurate results when the parameter \(\lambda\) was larger. If \(\lambda\) is small, then the feature group weight is dominated by the feature group with the smallest dispersion due to the property of exponential normalization. If \(\lambda\) is large, the feature group weights become approximately the same.

Table 2 shows the results of a single run of the AFG-k-means algorithm on the first synthetic data with \(\beta=3\). From the first two tables we see that the AFG-k-means algorithm recovered the clusters and the feature groups correctly. From the third table, we see that the relative magnitudes of the feature group centers in each column match inversely with the relative magnitudes of the corresponding standard deviations in \(B\) (see Eq. (28)). For example, the first column of \(V\) is \((0.7277, 0.2718, 4.6651)^T\). From the first two tables, we know that the first number 0.7277 corresponds to \(b_{31} = 3\), the second number 0.2718 corresponds to \(b_{12} = 5\), and the third number 4.6651 corresponds to \(b_{32} = 1\). From the fourth table, we see that the relative magnitudes of the feature group weights
in each column match the relative magnitudes of the corresponding standard deviations in $B$.

The average speed of the two algorithms on the first synthetic data is shown in Fig. 2, from which we see that the AFG-$k$-means algorithm converged much faster than the FG-$k$-means algorithm did. In addition, the average runtime of the FG-$k$-means algorithm is also sensitive to the parameters $\lambda$ and $\eta$. In the two algorithms, we used the same criteria to terminate the iterative process.

To test the performance of the AFG-$k$-means algorithm on noise data, we created the second synthetic data by adding normal noise to 20% of the components of the first synthetic dataset. The noise was generated from the standard normal distribution. The average accuracy of the AFG-$k$-means algorithm and the FG-$k$-means algorithm on the second synthetic dataset is shown in Fig. 3. Comparing Figs. 1 and 3, we see that the average accuracy of the two algorithm is not affected by the additional noises.

The average runtime of the AFG-$k$-means algorithm and the FG-$k$-means algorithm on the second dataset are summarized in Fig. 4. Comparing Figs. 2 and 4, we see that the average runtime of the FG-$k$-means algorithm increased a little bit. We also tested the FG-$k$-means algorithm on the synthetic datasets with incorrect input of feature groups. In particular, we divided the features into three groups randomly in each run of the FG-$k$-means algorithm. The average accuracy and speed are shown in Figs. 5 and 6. From these figures we see that when incorrect feature groups are input to the FG-$k$-means algorithm, the accuracy of the clustering results depends on the parameter $\eta$. In general, the larger the parameter $\eta$, the more accurate the results. To reduce the effect of wrong feature groups, the FG-$k$-means algorithm requires larger values for $\eta$ to make the individual feature weights more uniform.

In summary, the experiments on synthetic data show that the AFG-$k$-means algorithm produces more accurate results than the FG-$k$-means algorithm does and the AFG-$k$-means algorithm is less sensitive to its parameters than the FG-$k$-means is.

### 4.2. Experiments on real data

To compare the AFG-$k$-means algorithm and the FG-$k$-means algorithm on real data, we obtained two gene expression datasets

![Fig. 5](image-url) The average accuracy and speed of 100 runs of the FG-$k$-means algorithm on the first synthetic dataset with various parameter values. In these runs, three feature groups were randomly created. (a) The average corrected Rand indices. (b) The average runtime (in seconds).

![Fig. 6](image-url) The average accuracy and speed of 100 runs of the FG-$k$-means algorithm on the second synthetic dataset with various parameter values. In these runs, three feature groups were randomly created. (a) The average corrected Rand indices. (b) The average runtime (in seconds).
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**Fig. 7.** The average accuracy of 100 runs of the AFG-k-means algorithm and the FG-k-means algorithm on the Alizadeh-2000-v2 dataset with various parameter values. (a) The average corrected Rand indices of the AFG-k-means algorithm with \( k = 3 \), \( T = 3 \), and default values for other parameters. (b) The average corrected Rand indices of the FG-k-means algorithm with random feature groups as input.

**Fig. 8.** The average speed of 100 runs of the AFG-k-means algorithm and the FG-k-means algorithm on the Alizadeh-2000-v2 dataset with various parameter values. (a) The average runtime (in seconds) of the AFG-k-means algorithm with \( k = 3 \), \( T = 3 \), and default values for other parameters. (b) The average runtime (in seconds) of the FG-k-means algorithm with random feature groups as input.

**Fig. 9.** The average accuracy of 100 runs of the AFG-k-means algorithm and the FG-k-means algorithm on the Gordon-2002 dataset with various parameter values. (a) The average corrected Rand indices of the AFG-k-means algorithm with \( k = 2 \), \( T = 3 \), and default values for other parameters. (b) The average corrected Rand indices of the FG-k-means algorithm with the random feature groups as input.

The gene expression data from adult lymphoid malignancies and the gene expression data from the lung cancer. Both datasets have known labels. Table 3 shows the information of the two real datasets. Since different attributes of the real datasets have different ranges, we use the z-score method to normalize all the attributes before applying the two algorithms to the datasets.

We applied both the AFG-k-means algorithm and the FG-k-means algorithm to the Alizadeh-2000-v2 dataset with various parameter values. Unlike the synthetic datasets, the real datasets

1 The two datasets are available at http://bioinformatics.rutgers.edu/Static/Supplements/CompCancer/datasets.htm.
do not have the feature group information. As a result, we use random feature groups in the FG-k-means algorithm. In particular, we randomly divide the attributes into three groups. The average accuracy of the two algorithm on the Alizadeh-2000-v2 dataset is summarized in Fig. 7. From the figure we see that the AFG-k-means algorithm produces slightly more accurate results than the

![Fig. 10.](image-url) The average speed of 100 runs of the AFG-k-means algorithm and the FG-k-means algorithm on the Gordon-2002 dataset with various parameter values. (a) The average runtime (in seconds) of the AFG-k-means algorithm with \(k=2, T=3\), and default values for other parameters. (b) The average runtime (in seconds) of the FG-k-means algorithm with random feature groups as input.

![Fig. 11.](image-url) The color maps of the data dispersions by cluster and attribute. (a) Alizadeh-2000-v2 with attributes in their original order. (b) Alizadeh-2000-v2 with attributes grouped by AFG-k-means. (c) Gordon-2002 with attributes in their original order. (d) Gordon-2002 with attributes grouped by AFG-k-means. All the four color maps are based on results produced by AFG-k-means with \(T=3, \beta=729, \epsilon_1=27\), and \(\epsilon_2=0.0001\). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
FG-\(k\)-means algorithm does. In addition, the AFG-\(k\)-means algorithm is less sensitive to the parameters than the FG-\(k\)-means algorithm.

The average runtime of the AFG-\(k\)-means algorithm and the FG-\(k\)-means algorithm on the Alizadeh-2000-v2 dataset is shown in Fig. 8. From the figure we see that the AFG-\(k\)-means algorithm converged much slower than the FG-\(k\)-means algorithm did. The reason is the Alizadeh-2000-v2 dataset has 2093 features and only 62 records and it took time for the AFG-\(k\)-means algorithm to group the large number of features. For the FG-\(k\)-means algorithm, the features were randomly divided into 3 groups and the feature groups were the same during iterations. As a result, the FG-\(k\)-means algorithm runs much faster for small-sample, high-dimensional data.

For the Gordon-2002 dataset, the average accuracy of the two algorithms is shown in Fig. 9. From the figure we see that the AFG-\(k\)-means algorithm also outperformed the FG-\(k\)-means algorithm. The AFG-\(k\)-means algorithm produced more accurate results with large values of \(\epsilon_1\). Larger value of \(\epsilon_1\) lead to more uniform individual feature weights. For small \(\lambda\), the FG-\(k\)-means algorithm produced much less accurate results. For this dataset, the FG-\(k\)-means algorithm is sensitive to both \(\lambda\) and \(\eta\). Fig. 10 shows the average runtime of the two algorithms on the Gordon-2002 dataset. Since this dataset has 1626 attributes, the AFG-\(k\)-means algorithm also converged slower than the FG-\(k\)-means algorithm did.

Fig. 11 shows the color maps produced from the dispersions of the two real datasets. We calculate the dispersion of each attribute within each cluster and visualize these dispersions based on the two real datasets. We calculate the dispersion of each attribute rather than the FG-\(k\)-means algorithm converged much slower than the FG-\(k\)-means algorithm did. The average accuracy of the two algorithms on the Gordon-2002 dataset. Since this dataset has 1626 attributes, the AFG-\(k\)-means algorithm also converged slower than the FG-\(k\)-means algorithm did.

Table 4

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(n)</th>
<th>(d)</th>
<th>(k)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>5000</td>
<td>200</td>
<td>3</td>
<td>The first synthetic data</td>
</tr>
<tr>
<td>S2</td>
<td>5000</td>
<td>200</td>
<td>3</td>
<td>The second synthetic data</td>
</tr>
<tr>
<td>R1</td>
<td>62</td>
<td>2093</td>
<td>3</td>
<td>Alizadeh-2000-v2 [3]</td>
</tr>
<tr>
<td>R2</td>
<td>181</td>
<td>1626</td>
<td>2</td>
<td>Gordon-2002 [3]</td>
</tr>
<tr>
<td>D2</td>
<td>6000</td>
<td>200</td>
<td>3</td>
<td>D2 [25]</td>
</tr>
<tr>
<td>MF</td>
<td>2000</td>
<td>649</td>
<td>10</td>
<td>Multiple features [25]</td>
</tr>
<tr>
<td>R3</td>
<td>72</td>
<td>1081</td>
<td>2</td>
<td>Armstrong-2002-v1 [3]</td>
</tr>
<tr>
<td>R4</td>
<td>104</td>
<td>182</td>
<td>2</td>
<td>Chowday-2006 [3]</td>
</tr>
</tbody>
</table>

Table 5

| Algorithm | \(a=2\), \(c=0.0001\) | \(h=729\) | \(T=729\), \(\eta=729\) | \(T=3\), \(\lambda=729\), \(\eta=729\) | \(T=3\), \(\lambda=1\), \(c_1=0.0001\), \(c_2=0.0001\) |

4.3. Comparison with other algorithms

In this subsection, we compare AFG-\(k\)-means with FG-\(k\)-means, W-\(k\)-means, FSC, EWKM, and LAC using eight datasets summarized in Table 4. Since W-\(k\)-means and FSC are similar except for the regularization term, we only include FSC in our comparison. We already tested AFG-\(k\)-means and FG-\(k\)-means on the first four datasets with various parameter values.

Some parameter values of the five algorithms are given in Table 5. Except for the desired number of clusters \(k\), which was set to the true number of clusters of a dataset, other parameters of an algorithm were the same for all datasets. We selected these parameter values based on the experiments we conducted in the previous two subsections. Since LAC, EWKM, and FG-\(k\)-means use exponentially normalized weights, we used relatively large values for their parameters in order to prevent one attribute or one feature group dominates the weights. For the FG-\(k\)-means algorithm, attributes were divided into three groups randomly for each run. We also normalized all datasets so that each attribute has a standard deviation of 1.

The average accuracy and runtime of the five algorithms on the eight datasets are summarized in Table 6, from which we see that the AFG-\(k\)-means algorithm produced the most accurate results in most cases. As expected, for small-sample and high-dimensional datasets (e.g., R1, R2, and R3), the AFG-\(k\)-means algorithm converged slower than other algorithms did.

5. Concluding remarks

In this paper, we proposed a subspace clustering algorithm with automatic feature grouping, called the AFG-\(k\)-means algorithm, based on the feature grouping idea of the FG-\(k\)-means algorithm proposed by [25]. In the FG-\(k\)-means algorithm, the feature groups are given as input. In our algorithm, the feature groups are automatically determined during the iterative process of the algorithm. The automatic feature grouping is achieved by introducing an additional component to the objective function of the FSC algorithm [12] and dynamically updating the feature groups during the iteration.
The experiments on both synthetic data and real data have shown that the AFG-\(k\)-means algorithm outperformed the FG-\(k\)-means algorithm in terms of accuracy and choice of parameters. The experiments on synthetic data have shown that the AFG-\(k\)-means algorithm is able to recover the clusters embedded in feature groups as well as the feature groups. The experiments on real gene expression data have shown that the AFG-\(k\)-means algorithm produces more accurate clustering results than the FG-\(k\)-means algorithm. In addition, the experiments show that the AFG-\(k\)-means algorithm is less sensitive to parameters than the FG-\(k\)-means algorithm is.

One drawback of the AFG-\(k\)-means algorithm is that the clustering results depend on initial cluster centers. This drawback is common to \(k\)-mean type algorithms including the FG-\(k\)-means algorithm. Another limitation of the AFG-\(k\)-means algorithm is that its objective function is restricted to the form of sum of squares. For example, if we use \(w_1\) or \(w_i \log w_i\) in the objective function, then we have no closed-form formulas to update the weights.

It is also worth to point out that FG-\(k\)-means and AFG-\(k\)-means are related to multi-view clustering [26,27]. The feature groups are similar to the views in multi-view clustering. In FG-\(k\)-means and multi-view clustering, the feature groups and views are known beforehand. In the proposed AFG-\(k\)-means algorithm, the feature groups or views are not known and recovering these feature groups and views is part of the clustering task.
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