A convergence theorem for the fuzzy subspace clustering (FSC) algorithm
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Abstract

We establish the convergence of the fuzzy subspace clustering (FSC) algorithm by applying Zangwill’s convergence theorem. We show that the iteration sequence produced by the FSC algorithm terminates at a point in the solution set S or there is a subsequence converging to a point in S. In addition, we present experimental results that illustrate the convergence properties of the FSC algorithm in various scenarios.
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1. Introduction

Data clustering is an unsupervised process that divides a given data set into groups or clusters such that the points within the same cluster are more similar than points across different clusters [1–3]. The difficulty that conventional clustering algorithms encounter in dealing with high dimensional data sets gives rise to the invention of subspace clustering algorithms or projected clustering algorithms [4] whose goal is to find clusters embedded in subspaces of the original data space with their own associated dimensions. However, almost all of the subspace clustering algorithms give non-zero weights to cluster dimensions uniformly and zero weights to non-cluster dimensions.

Motivated by fuzzy clustering [5–7] and LAC [8], Gan et al. [9] proposed a fuzzy subspace clustering (FSC) algorithm to cluster high dimensional data sets. FSC finds regular subspace clusters with each dimension of the original data being associated with each cluster with a probability or weight. The higher the density of a cluster in a dimension, the more the weight that will be assigned to that dimension. In other words, all dimensions of the original data are associated with each cluster, but they have different degrees of association with that cluster.

Numerical examples of the FSC algorithm given in Ref. [9] suggest empirically that the algorithm is at least locally convergent, but no proof of convergence was provided therein. Motivated by the proof of the convergence of the fuzzy c-Means/ISODATA algorithm [10–12], in this paper we develop a convergence theorem, using the Zangwill’s convergence theorem, for the FSC algorithm.

2. The FSC algorithm

To describe the FSC algorithm, we start with some notation. Let $D = \{x_1, x_2, \ldots, x_n\}$ be a finite data set in the Euclidean space $\mathbb{R}^d$; let $k$ be an integer $2 \leq k < n$; and let $V_{kn}(B_{kn})$ denote the vector space of all real (binary) $k \times n$ matrices. A hard $k$-partition of $D$ can be represented by a binary $k \times n$ matrix $U = (u_{ji})$ which satisfies

$$u_{ji} \in \{0, 1\}, \quad 1 \leq j \leq k, \quad 1 \leq i \leq n, \quad (1a)$$

$$\sum_{j=1}^{k} u_{ji} = 1, \quad 1 \leq i \leq n, \quad (1b)$$

$$\sum_{i=1}^{n} u_{ji} > 0, \quad 1 \leq j \leq k. \quad (1c)$$

The set of all hard $k$-partitions of $D$ is denoted by $M_k$, i.e.,

$$M_k = \{U \in B_{kn} | U \text{ satisfies constraint } (1)\}. \quad (2)$$
A $k \times d$ matrix $W = (w_{jh})$ is said to be a fuzzy dimension weight matrix if $W$ satisfies the following conditions:

$$0 \leq w_{jh} \leq 1, \quad 1 \leq j \leq k, \quad 1 \leq h \leq d,$$

(3a)

$$\sum_{h=1}^{d} w_{jh} = 1, \quad 1 \leq j \leq k.$$

(3b)

The set of all such fuzzy dimension weight matrices is denoted by $M_{fk}$, i.e.

$$M_{fk} = \{W \in V_{kd} | W \text{ satisfies constraint (3)}\}.$$ 

(4)

The component $w_{jh}$ specifies the probability of the dimension $h$ belonging to the set of cluster dimensions of the cluster $j$.

Now let $Z = \{z_1, z_2, \ldots, z_k\} \subset \mathfrak{R}^d$ be a set of $k$ centers. Then the objective function of the FSC algorithm is defined as [9]

$$E_{x,e}(W, Z, U) = \varepsilon \sum_{j=1}^{k} \sum_{h=1}^{d} w_{jh}^2 + \sum_{j=1}^{k} \sum_{i=1}^{n} u_{ji}^2,$$

$$\times \sum_{h=1}^{d} u_{jh}^2 (x_{ih} - z_{jh})^2,$$

(5)

where $W, Z$ and $U$ are the fuzzy dimension weight matrix, the center and the hard $k$-partition of $D$, respectively, $\varepsilon \in (1, \infty)$ is a weight component or fuzzifier, and $\varepsilon$ is a very small positive real number. Note that any one of $W, Z$ and $U$ can be determined from the other two.

It will be shown later that $(W^*, Z^*, U^*)$ is a local minimum of $E_{x,e}$ if and only if, for any $\varepsilon > 1$ and $\varepsilon > 0$, there holds

$$w_{jh}^* = \frac{1}{\sum_{l=1}^{k} \sum_{i=1}^{n} u_{lj}^*(x_{ih} - z_{jh}^*)^2 + \varepsilon}^{1/(\varepsilon-1)}$$

(6a)

for $1 \leq j \leq k$ and $1 \leq h \leq d$,

$$z_{jh}^* = \frac{\sum_{i=1}^{n} u_{lj}^* x_{ih}}{\sum_{i=1}^{n} u_{lj}^*}$$

(6b)

for $1 \leq j \leq k$ and $1 \leq h \leq d$ and

$$u_{lj}^* = 1 \quad \text{for some } j \in \left\{r \in Q | r = \arg \min_{1 \leq i \leq k} d_{li} \right\}$$

(6c)

for $1 \leq j \leq k$ and $1 \leq i \leq n$, where $Q = \{1, 2, \ldots, k\}$ and $d_{li} = \sum_{h=1}^{d} (w_{ih}^*)^2 (x_{ih} - z_{ih}^*)^2$. The FSC algorithm is a Picard iteration through the loop defined by Eq. (6).

**Algorithm 1.** The pseudo-code of the FSC algorithm.

**Require:** $D$—the data set, $k$—the number of clusters and $\varepsilon$—the fuzzifier

1: Initialize $Z$ by choosing $k$ points from $D$ randomly;
2: Initialize $W$ with $w_{jh} = \frac{1}{k}$ ($1 \leq j \leq k, 1 \leq h \leq d$);
3: Estimate $U$ from initial values of $W$ and $Z$ according to Eq. (6c);
4: Let $error = 1$ and $Obj = E_{x,e}(W, Z)$;
5: while $error > 0$ do
6: Update $Z$ according to Eq. (6b);
7: Update $W$ according to Eq. (6a);
8: Update $U$ according to Eq. (6c);
9: Calculate $NewObj = E_{x,e}(W, Z)$;
10: Let $error = |NewObj - Obj|$, and then $Obj = NewObj$;
11: endwhile
12: Output $W, Z$ and $U$.

The FSC algorithm is implemented recursively (see Algorithm 1). FSC starts with initial estimates of $Z$, $W$ and the partition $U$ calculated from $Z$ and $W$, and then repeats estimating the centers $Z$ given the estimates of $W$ and $U$, estimating the fuzzy dimension weight matrix $W$ given the estimates of $Z$ and $U$, and estimating the partition $U$ given the estimates of $W$ and $Z$ until it converges.

FSC requires two parameters: the number of clusters $k$ and the fuzzifier $\varepsilon$. Choosing an appropriate $k$ is a challenging problem in data clustering and there are no widely accepted methods [13,14]. In fuzzy clustering, the fuzzifier $\varepsilon$ is usually specified to be around 1.1 [15]. In our algorithm we desire such an $\varepsilon$ that the resulting weights of cluster dimensions are large and the resulting weights of non-cluster dimensions are small or close to zero. Suppose we have a cluster with small identical variances in first three dimensions. If we choose $\varepsilon$ close to 1, then we cannot differentiate between weights $(1, 0, \ldots, 0)$ and $(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, 0, \ldots, 0)$ for this cluster, since $1 + 0 + \cdots + 0 = \frac{1}{3} + \frac{1}{3} + \frac{1}{3} + 0 + \cdots + 0$. Regarding the specification of $\varepsilon$, we suggest a value around 2. If we specify $\varepsilon = 2$, then $1^2 + 2^2 + \cdots + 0^2 = 1 > \frac{1}{9} + \frac{1}{9} + \frac{1}{9} + 0 + \cdots + 0 = \frac{1}{3}$.

The computational cost of the FSC algorithm per iteration (of the whole loop) can be decomposed into four parts:

1: The time required to update $Z$ is $O(nd)$.
2: The time required to update $W$ is $O(nkd)$.
3: The time required to update $U$ is $O(nkd)$.
4: The time required to calculate the objective function is $O((n + k)kd)$.

The number of iterations required for the FSC algorithm to converge depends on the size of data, the number of clusters, initial centers, $\varepsilon$ and $\varepsilon$. Since the computational cost per iteration is linear to dimension $d$, the FSC algorithm is well suited for clustering high dimensional data.

3. **Zangwill’s convergence theorem**

Zangwill’s results are very useful to establish the convergence properties of iterative algorithms. Before introducing Zangwill’s convergence theorem A [16,10], we first recall some concepts.
Definition 1. A point-to-set map $\Omega$ from a set $X$ into a set $Y$ is defined as

$$\Omega : X \rightarrow P(Y),$$

which associates a subset of $Y$ with each point of $X$, where $P(Y)$ denotes the power set of $Y$.

Definition 2. A point-to-set map $\Omega : X \rightarrow P(Y)$ is said to be open at a point $\bar{x}$ in $X$ if $\{x^{(m)}\} \subset X$, $x^{(m)} \rightarrow \bar{x}$ and $\bar{y} \in \Omega(\bar{x})$ imply the existence of an integer $m_0$ and a sequence $\{y^{(m)}\} \subset Y$ such that $y^{(m)} \in \Omega(x^{(m)})$ for $m \geq m_0$ and $y^{(m)} \rightarrow \bar{y}$.

Definition 3. A point-to-set map $\Omega : X \rightarrow P(Y)$ is said to be closed at a point $\bar{x}$ in $X$ if $\{x^{(m)}\} \subset X$, $x^{(m)} \rightarrow \bar{x}$, $y^{(m)} \in \Omega(x^{(m)})$ and $y^{(m)} \rightarrow \bar{y}$ imply that $\bar{y} \in \Omega(\bar{x})$.

Definition 4. A point-to-set map $\Omega : X \rightarrow P(Y)$ is said to be continuous at a point $\bar{x}$ in $X$ if it is both open and closed at $\bar{x}$.

Regarding the composite of a function and a point-to-set map, we have the following property [10].

Corollary 5. Let $C : M \rightarrow V$ be a function and $\Omega : V \rightarrow P(V)$ a point-to-set map. If $C$ is continuous at $\mathbf{w}_0$ and $\Omega$ is closed at $C(\mathbf{w}_0)$, then the point-to-set map $\Omega \circ C : M \rightarrow P(V)$ is closed at $\mathbf{w}_0$.

Now we are ready to introduce Zangwill’s convergence theorem A [10,16].

Theorem 6 (Zangwill’s convergence theorem A). Given a point $\mathbf{z}^{(0)} \in V$, let the point-to-set map $\Omega : V \rightarrow P(V)$ determine an algorithm that generates the sequence $\{\mathbf{z}^{(m)}\}$. Also a solution set $S \subset V$ is given. Assume that

1. All points $\mathbf{z}^{(m)}$ are in a compact subset of $V$.
2. There is a continuous function $J : V \rightarrow \mathbb{R}$ such that:
   a. If $\mathbf{z} \notin S$, then for any $\mathbf{y} \in \Omega(\mathbf{z})$, $J(\mathbf{y}) < J(\mathbf{z})$.
   b. If $\mathbf{z} \in S$, then either the algorithm terminates or for any $\mathbf{y} \in \Omega(\mathbf{z})$, $J(\mathbf{y}) \leq J(\mathbf{z})$.
3. The map $\Omega$ is closed at $\mathbf{z}$ if $\mathbf{z} \notin S$.

Then either the algorithm stops at a solution or the limit of any convergent subsequence is a solution.

Obviously, the most difficult part of applying Zangwill’s convergence theorem is to find the appropriate solution set $S$.

4. Convergence of FSC

To establish the convergence properties of FSC by applying Zangwill’s convergence theorem, we need some additional notation and propositions.

Let $G_1 : M_{f_k} \times M_k \rightarrow \mathbb{R}^{kd}$ be a function defined as

$$G_1(W, U) = \mathbf{Z} = (\mathbf{z}_1, \mathbf{z}_2, \ldots, \mathbf{z}_k)^T,$$

where the vectors $\mathbf{z}_j = (z_{j1}, z_{j2}, \ldots, z_{jd})^T \in \mathbb{R}^d$, $1 \leq j \leq k$, are computed via Eq. (6b) using $W$ and $U$. Let $G_2 : \mathbb{R}^{kd} \times M_k \rightarrow M_{f_k}$ be a function defined as

$$G_2(Z, U) = W = (w_1, w_2, \ldots, w_k)^T,$$

where the vectors $w_j = (w_{j1}, w_{j2}, \ldots, w_{jd})^T$, $j = 1, 2, \ldots, k$, are calculated via Eq. (6a). Let $G_3 : M_{f_k} \times \mathbb{R}^{kd} \rightarrow P(M_k)$ be a point-to-set map

$$G_3(W, Z) = \{U \in M_k \mid U \text{ satisfies Eq. (6c)} \}.$$

Similar to the fuzzy c-means iteration [11], the FSC iteration can be expressed using a point-to-set map $T_{x,c} : M_{f_k} \times \mathbb{R}^{kd} \times M_k \rightarrow P(M_{f_k} \times \mathbb{R}^{kd} \times M_k)$ defined by the composition

$$T_{x,c} = A_3 \circ A_2 \circ A_1,$$

where $A_1 : M_{f_k} \times \mathbb{R}^{kd} \times M_k \rightarrow \mathbb{R}^{kd} \times M_k$, $A_2 : \mathbb{R}^{kd} \times M_k \rightarrow M_{f_k} \times \mathbb{R}^{kd}$ and $A_3 : M_{f_k} \times \mathbb{R}^{kd} \rightarrow P(M_{f_k} \times \mathbb{R}^{kd} \times M_k)$ are defined as

$$A_1(W, Z, U) = (G_1(W, U), U),$$
$$A_2(Z, U) = (G_2(Z, U), Z),$$
$$A_3(W, Z) = \{(W, Z, U) \mid U \in G_3(W, Z)\}.$$

Thus

$$T_{x,c}(W, Z) = \{\hat{W}, \hat{Z}, \hat{U}\} = G_1(W, U),$$

Now we define an FSC iteration sequence as follows.

Definition 7. A sequence $\{(W^{(m)}, Z^{(m)}, U^{(m)})\}$ is said to be an FSC iteration sequence if $\{W^{(1)}, Z^{(1)}, U^{(1)}\} \in M_{f_k} \times \mathbb{R}^{kd} \times M_k$ and $\{W^{(m)}, Z^{(m)}, U^{(m)}\} \in T_{x,c}(W^{(m-1)}, Z^{(m-1)}, U^{(m-1)})$ for $m = 2, 3, \ldots$.

Now we present some propositions. The proofs of these propositions are given in Appendix A.

Proposition 8. Let $D = \{x_1, x_2, \ldots, x_n\}$ and let $E : M_k \rightarrow \mathbb{R}$ be defined as $E(U) = E_{x,c}(W^*, Z^*, U)$, where $W^* \in M_{f_k}$, $Z^* \in \mathbb{R}^{kd}$, $x > 1$ and $c > 0$ are fixed. Suppose that there exists $k$ different integers $i_1, i_2, \ldots, i_k$ ($1 \leq i_1, i_2, \ldots, i_k \leq n$) such that

$$d_{i_1} < d_{i_2}, \quad \forall i \neq i_j,$$

where

$$d_{ij} = \sqrt{(x_{ij} - x_{i})^2}, \quad 1 \leq i, j \leq k.$$
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From Proposition 10, we know that \( \hat{Z} = G_1(\tilde{W}, \hat{U}) \) is the global minimizer of the function \( E_{x, \ell}(\tilde{W}, Z, U) \). From Eq. (16), we have \( E_{x, \ell}(\tilde{W}, \hat{Z}, U) = E_{x, \ell}(\tilde{W}, \tilde{Z}, U) \), which implies \( \hat{Z} \) is also the global minimizer of the same function \( E_{x, \ell}(W, Z, U) \). Noting that the function has a unique global minimizer, we have \( \hat{Z} = \tilde{Z} \). Similarly, we have \( \tilde{W} = \hat{W} \).

Since \((\tilde{W}, \hat{Z}, \hat{U}) \not\in S \), from the definition of \( S \) we have the following three cases: (a) \( E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) > E_{x, \ell}(\hat{W}, \hat{Z}, U^*) \) for some \( U^* \in M_k \); or (b) \( E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) \geq E_{x, \ell}(\hat{W}, \hat{Z}, U^*) \) for some \( Z^* \neq \hat{Z} \); or (c) \( E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) = E_{x, \ell}(W^*, \hat{Z}, \hat{U}) \) for some \( W^* \neq \tilde{W} \).

In Case (a), noting that \( \hat{Z} = \tilde{Z} \) and \( \tilde{W} = \hat{W} \), from Proposition 8 we have

\[
E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) = E_{x, \ell}(\hat{W}, \hat{Z}, U^*) = E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}),
\]

which contradicts our assumption.

In Case (b), noting that \( \hat{Z} \neq Z^* \) and \( \hat{Z} = \tilde{Z} \), from Proposition 10 and Eq. (16) we have

\[
E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) \geq E_{x, \ell}(\tilde{W}, Z^*, \hat{U}) > E_{x, \ell}(\tilde{W}, \tilde{Z}, \hat{U}) = E_{x, \ell}(\hat{W}, \hat{Z}, \hat{U}),
\]

which contradicts our assumption.

In Case (c), noting that \( \hat{Z} = \tilde{Z} \), \( \tilde{W} = \hat{W} \) and \( W^* \neq \tilde{W} \), from Proposition 9 and Eq. (16) we have

\[
E_{x, \ell}(\tilde{W}, \hat{Z}, \hat{U}) \geq E_{x, \ell}(W^*, \hat{Z}, \hat{U}) = E_{x, \ell}(W^*, \hat{Z}, \hat{U})
\]

which contradicts our assumption again. This proves the theorem. □

Theorem 12. Let \( \alpha > 1 \) be fixed and \( D = \{x_1, x_2, \ldots, x_n\} \) contain at least \( k(< n) \) distinct points. Then the point-to-set map \( T_{x_\ell} : M_{f_k} \times 9^{kd} \times M_k \rightarrow P(M_{f_k} \times 9^{kd} \times M_k) \) is closed at every point in \( M_{f_k} \times 9^{kd} \times M_k \).

Theorem 13. Let \( D = \{x_1, x_2, \ldots, x_n\} \) contain at least \( k(< n) \) distinct points, and let \( (W(0), Z(0), U(0)) \) be the starting point of iteration with \( T_{x_\ell} \) with \( W(0) \in M_{f_k}, Z(0) \in 9^{kd} \) and \( U(0) \in G_3(W(0), Z(0)) \). Then the iteration sequence \( \{(W(r), Z(r), U(r))\} \), \( r = 1, 2, \ldots \), is contained in a compact subset of \( M_{f_k} \times 9^{kd} \times M_k \).

Since the function \( E_{x, \ell}(W, Z, U) \) defined in Eq. (5) is continuous, the following theorem, which establishes the convergence for the FSC algorithm, follows immediately from Theorems 13, 11, 12 and Zangwill’s convergence Theorem 6.

Theorem 14 (Convergence of FSC). Let \( D = \{x_1, x_2, \ldots, x_n\} \) contain at least \( k(< n) \) distinct points, and let \( E_{x, \ell}(W, Z, U) \) defined as in Eq. (5). Let \( W(0), Z(0), U(0) \) be the starting point of iteration with \( T_{x_\ell} \) with \( W(0) \in M_{f_k}, Z(0) \in 9^{kd} \) and \( U(0) \in G_3(W(0), Z(0)) \). Then the iteration sequence \( \{(W(r), Z(r), U(r))\} \), \( r = 1, 2, \ldots \), either terminates at a point \( (W^*, Z^*, U^*) \) in the solution set \( S \); or there is a subsequence converging to a point in \( S \).
5. Numerical evaluation of FSC

In this section, we present experimental results that illustrate the convergence properties of the FSC algorithm in various scenarios. For experimental results that illustrate the clustering accuracy of the FSC algorithm, readers are referred to Refs. [9,17]. The FSC algorithm was implemented in C++ and the C++ code was compiled using the default compiler of Dev-C++. Our experiments were conducted on an Acer Aspire 5502ZWXi laptop having an Intel Pentium M processor 735 (1.7 GHz, 400 MHz FSB, 2MB L2 cache), with 512 MB DDR2 RAM, using the Windows XP operating system.

5.1. Synthetic data generation

To generate synthetic data, we use the data generation method introduced in Ref. [18] which uses the so-called anchor points to generate clusters embedded in subspaces of a high dimensional space. To generate $k$ clusters embedded in different subspaces of different dimensions, the method proceeds by first generating uniformly distributed anchor points $c_1, c_2, \ldots, c_k$ in the $d$-dimensional space. The method then generates the number of dimensions and the number of points associated with each cluster. Finally, it generates points for each cluster and outliers.

The number of dimensions associated with a cluster is generated by a Poisson process with mean $\mu$, with the additional restriction that this number is in $[2, d]$. The dimensions for the first cluster are chosen randomly. Once the dimensions for the $(i-1)$th cluster are chosen, the dimensions for the $i$th cluster are generated inductively by choosing $\min(d_{i-1}, d_i/2)$ dimensions from the $(i-1)$th cluster and generating other dimensions randomly, where $d_i$ is the number of dimensions for the $i$th cluster. Given the percentage of outliers $F_{\text{outlier}}$ and the size of the data set $n$, the number of points in the $i$th cluster is $N_c \cdot r_i / \sum_{j=1}^{k} r_j$, where $r_1, r_2, \ldots, r_k$ are generated randomly from an exponential distribution with mean 1, and $N_c = n(1 - F_{\text{outlier}})$.

In the final step, points in each cluster and outliers are generated as follows. For the $i$th cluster, the coordinates of the points in non-cluster dimensions are generated uniformly at random from $[0, 100]$, while the coordinates of the points in a cluster dimension $j$ are generated by a normal distribution with mean at the respective coordinate of the anchor point and variance $(s_{ij} r)^2$, where $s_{ij}$ is a scale factor generated uniformly at random from $[1, s]$ and $r$ is a fixed spread parameter. Outliers are generated uniformly at random from the entire space $[0, 100]^d$. In our experiments, we specify $r = s = 2$ in our synthetic data generation.

Our first high dimensional data set $A$ contains 10,000 100-dimensional points with five clusters embedded in different subspaces of different dimensions. No outliers are introduced in this data set. Table 1 summarizes the clusters and their corresponding cluster dimensions.

Our second high dimensional data set $B$ has 10,000 100-dimensional points with five clusters embedded in different subspaces of different dimensions and contains 500 outliers. Table 2 summarizes the clusters and their corresponding cluster dimensions.

5.2. Rate of convergence

The rate of convergence of the FSC algorithm depends on many factors: initial centers, the number of clusters $k$, the fuzzifier $\alpha$ and $\beta$. Since initial centers were chosen from the original data set randomly, we run the FSC algorithm several times on the data sets $A$ and $B$ with different values of $k$, $\alpha$ and $\beta$ in order to gain insight into the relationship between the rate of convergence and the values of $k$, $\alpha$ and $\beta$. The results are given in Table 3.

In Table 3, the top sections give the average time and the average number of iterations of FSC for different $\alpha$’s with fixed $k$ and $\epsilon$, the middle sections give the average time and the average number of iterations of FSC for different $\epsilon$’s with fixed

<table>
<thead>
<tr>
<th>Input</th>
<th>Dimensions</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2, 8, 20, 24, 29, 33, 39, 47, 51, 52, 53, 60, 67, 72, 80, 84, 92, 95, 99</td>
<td>2327</td>
</tr>
<tr>
<td>B</td>
<td>4, 8, 9, 20, 21, 24, 25, 28, 36, 41, 48, 52, 53, 67, 72, 80, 84, 86, 87, 92, 93, 95</td>
<td>4658</td>
</tr>
<tr>
<td>C</td>
<td>2, 9, 11, 18, 25, 41, 42, 48, 52, 57, 67, 68, 72, 92, 95, 97, 98</td>
<td>420</td>
</tr>
<tr>
<td>D</td>
<td>2, 14, 18, 33, 41, 44, 47, 52, 53, 72, 89, 93, 95, 98</td>
<td>845</td>
</tr>
<tr>
<td>E</td>
<td>2, 7, 11, 12, 14, 18, 23, 27, 33, 41, 44, 47, 53, 65, 67, 69, 72, 86, 89, 98, 99</td>
<td>1750</td>
</tr>
</tbody>
</table>

Table 2
The input clusters and their cluster dimensions for the data set $B$

<table>
<thead>
<tr>
<th>Input</th>
<th>Dimensions</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2, 5, 12, 16, 21, 27, 32, 41, 44, 57, 74, 94</td>
<td>2888</td>
</tr>
<tr>
<td>B</td>
<td>1, 2, 7, 9, 12, 13, 21, 27, 33, 40, 41, 44, 58, 74, 94, 95, 100</td>
<td>3147</td>
</tr>
<tr>
<td>C</td>
<td>2, 9, 10, 16, 20, 21, 33, 36, 40, 41, 44, 52, 75, 94, 95</td>
<td>1200</td>
</tr>
<tr>
<td>D</td>
<td>2, 7, 9, 10, 15, 20, 33, 40, 42, 44, 53, 79, 82, 95, 98, 99, 100</td>
<td>2051</td>
</tr>
<tr>
<td>E</td>
<td>2, 7, 19, 28, 33, 37, 40, 42, 53, 69, 70, 80, 83, 97, 100</td>
<td>214</td>
</tr>
<tr>
<td>Outlier</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>
The effect of parameter \(\alpha\) on the data sets Table 3

FSC converges faster for \(\alpha > 0\), than on the data set \(B\) with \(\alpha = 0\). When \(\alpha = 0\), FSC converges faster on the data set \(A\), which has no outliers, than on the data set \(B\), which has outliers. When \(\alpha = 0\), FSC, in general, converges faster on the data set \(B\) than on the data set \(A\). In summary, the numerical results show that the FSC algorithm converges in from several to 100 iterations and thus is a scalable algorithm.

### 6. Conclusions

Subspace clustering algorithms are efficient to deal with high dimensional data sets. The establishment of a subspace clustering algorithm’s convergence is very important. In this paper, we showed that the FSC algorithm converges by applying Zangwill’s convergence theorem. Zangwill’s theorem is a very useful tool to establish the convergence of an iterative algorithm. For example, Zangwill’s theorem is also used to show that the generalized alternating minimization (GAM) algorithm, an algorithm based on the EM algorithm [19,20], is convergent [21].

In addition to establishing the convergence theoretically, we presented experimental results that illustrate the convergence properties of the FSC algorithm. We did not give an analytic formula that describes the relation between the rate of convergence of the FSC algorithm and various factors. However, we presented experimental results which show that the FSC algorithm converges in from several to 100 iterations.
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### Appendix A. Proofs

In this appendix, we give the proofs of the various results presented in the body of this paper.

#### A.1. Proof of Proposition 8

**Proof.** To prove this proposition, we first ignore the condition in Eq. (1c), then we will show that the resulting \(U\) satisfies Eq. (1c). We rearrange \(\Xi(U)\) as

\[
\Xi(U) = \sum_{i=1}^{n} \sum_{j=1}^{k} u_{ji} d_{ji} + \epsilon \sum_{j=1}^{k} \sum_{h=1}^{d} (w_{jh})^2.
\]

Note that vectors \(u_i = (u_{i1}, u_{i2}, \ldots, u_{ik})^T\) are mutually uncorrelated and \(\epsilon \sum_{j=1}^{k} \sum_{h=1}^{d} (w_{jh})^2\) is fixed, therefore \(\Xi(U)\) is minimized if and only if

\[
\zeta_i = \sum_{j=1}^{k} u_{ji} d_{ji}
\]

is minimized for \(i = 1, 2, \ldots, n\).

On the one hand, if \(U \in M_k\) satisfies Eq. (6c), then it is clear that \(\zeta_i\) is minimized for all \(1 \leq i \leq n\).

On the other hand, if \(\zeta_i(1 \leq i \leq n)\) is minimized, we claim that

\[
u_{ji} = 1\quad \text{implies} \quad j \in \{r \in [1, 2, \ldots, k] | r = \arg \min_{1 \leq l \leq k} d_{li}\}
\]

for all \(1 \leq i \leq n\). In fact, if this is not true, then there exists an \(1 \leq i_0 \leq n\) and a \(1 \leq j_0 \leq k\) such that \(u_{j_0} = 1\) and

\[
d_{j_0} > \min_{1 \leq l \leq k} d_{li_0},
\]

which contradicts the assumption that \(\zeta_{i_0}\) is minimized. From Eq. (12), we have

\[
\sum_{i=1}^{n} u_{ji} \geq u_{ji, j} = 1 > 0, \quad j = 1, 2, \ldots, k,
\]

which shows that \(U\) satisfies Eq. (1c). This proves the theorem. \(\Box\)

#### A.2. Proof of Proposition 9

**Lemma 15.** Let \(M_{f_1}\) be a set defined as

\[
M_{f_1} = \left\{ w \in \mathbb{R}^d | w_h \in [0, 1], \sum_{h=1}^{d} w_h = 1 \right\}.
\]

Then \(M_{f_1}\) is convex.
Lemma 16. Let \( c_1, c_2, \ldots, c_d \) be positive real numbers. Then
\[
\sum_{h=1}^{d} v_h^{x_h} \quad \text{is strictly convex over } M_{f1} \text{ for } \alpha > 1, \text{ where } M_{f1} \text{ is defined in Eq. (A.1)}.
\]

Lemma 17. Let \( c_1, c_2, \ldots, c_d \) be \( d \) positive real numbers, \( \alpha > 1 \), and \( M_{f1} \) be defined as in Eq. (A.1). Let the function \( \varphi : M_{f1} \to \mathbb{R} \) be defined as
\[
\phi (w) = \sum_{h=1}^{d} c_h w_h^x,
\]
where \( w_h \) is the \( h \)-th component of \( w \). Then \( \mathbf{w}^* \) is a strict local minimum of \( \varphi \) if and only if \( \mathbf{w}^* \) is calculated as
\[
w_h^* = \frac{1}{\sum_{i=1}^{d} \left( \frac{c_i}{\alpha} \right)^{1/\alpha - 1}} , \quad 1 \leq h \leq d.
\]

Proof. We rearrange the objective function in Eq. (5) as follows:
\[
\Theta (W) = \sum_{j=1}^{k} \sum_{h=1}^{d} w_{jh}^x \left( \sum_{i=1}^{n} u_{ji}^* (x_{ih} - z_{jh})^2 + \varepsilon \right).
\]
Since \( w_j = (w_{j1}, w_{j2}, \ldots, w_{jd})^T \) are mutually uncorrelated for \( j = 1, 2, \ldots, k \), \( \mathit{E}_{x_d}(W, Z^*) \) is minimized if and only if
\[
\varphi_j = \sum_{h=1}^{d} w_{jh}^x \left( \sum_{i=1}^{n} u_{ji}^* (x_{ih} - z_{jh})^2 + \varepsilon \right) = \sum_{h=1}^{d} c_{jh} w_{jh}^x
\]
is minimized for every \( j = 1, 2, \ldots, k \), where
\[
c_{jh} = \sum_{i=1}^{n} u_{ji}^* (x_{ih} - z_{jh})^2 + \varepsilon.
\]
Note that the coefficients \( c_{jh} \) of \( \varphi_j \) in Eq. (A.4) are all positive. According to Lemma 16, \( \varphi_j \) is strictly convex for \( \alpha > 1 \) and, therefore, there exists at most one minimizer, which is necessarily the global minimizer. From Lemma 17 it follows that minimizer exists and satisfies Eq. (6a).

A.3. Proof of Proposition 10

Lemma 18. Let \( c_1, c_2, \ldots, c_r \) be real numbers, then the function \( \psi : \mathbb{R} \to \mathbb{R} \) defined as
\[
\psi (z) = \sum_{i=1}^{r} (x_i - z)^2
\]
is strictly convex and \( z^* \) is a global minimizer of \( \psi \) over \( \mathbb{R} \) if and only if \( z^* \) satisfies
\[
z^* = \frac{1}{r} \sum_{i=1}^{r} x_i.
\]

Proof. We rearrange \( \Psi (Z) \) as
\[
\Psi (Z) = \sum_{j=1}^{k} \sum_{h=1}^{d} \sum_{i=1}^{n} u_{ji}^* (w_{jh})^2 (x_{ih} - z_{jh})^2 + \varepsilon \sum_{j=1}^{k} \sum_{h=1}^{d} (w_{jh})^2
\]
where
\[
\psi_{jh} = \sum_{i=1}^{n} u_{ji}^* (x_{ih} - z_{jh})^2.
\]
Clearly, \( \Psi (Z) \) is minimized if and only if each \( \psi_{jh} \) is minimized for \( j = 1, 2, \ldots, k \) and \( h = 1, 2, \ldots, d \). For each \( \psi_{jh} \), from Lemma 18 we know that \( \psi_{jh} \) has a global minimizer and \( z_{jh} \) is a global minimizer of \( \psi_{jh} \) if and only if \( z_{jh} \) is calculated as
\[
z_{jh} = \frac{\sum_{i=1}^{n} u_{ji}^* x_{ih}}{\sum_{i=1}^{n} u_{ji}^*}.
\]
This proves the theorem.

A.4. Proof of Theorem 12

To prove Theorem 12, we first prove several lemmas.

Lemma 19. The function \( A_1 : M_{f1} \times \mathbb{R}^{kd} \times M_k \to \mathbb{R}^{kd} \times M_k \) defined in Eq. (11a) is continuous at every point in \( M_{f1} \times \mathbb{R}^{kd} \times M_k \).

Proof. To prove \( A_1 = (G_1(W, U), U) \) is continuous, it suffices to show that \( G_1(W, U) \) is continuous. Note that \( G_1 \) is a vector field; let
\[
G_1 = (G_{11}, G_{12}, \ldots, G_{kd}) : M_{f1} \times M_k \to \mathbb{R}^{kd},
\]
where \( G_{jh} : M_{f1} \times M_k \to \mathbb{R} \) is defined via Eq. (6b) as
\[
G_{jh}(W, U) = \sum_{i=1}^{n} u_{ji}^* x_{ih}, \quad 1 \leq j \leq k, \quad 1 \leq h \leq d.
\]
Now \( (w_{jh}, u_{ji}) \to u_{ji} x_{ih} \) is continuous and the sum of continuous functions is continuous, thus \( G_{jh} \) is the quotient of two continuous scalar fields for all \( 1 \leq j \leq k \) and \( 1 \leq h \leq d \). According to constraint (1c), \( G_{jh} \) never vanishes, so \( G_{jh} \) is also continuous for all \( 1 \leq j \leq k \) and \( 1 \leq h \leq d \). Therefore, \( G_1 \) is continuous. This proves the lemma.

Lemma 20. The function \( A_2 : \mathbb{R}^{kd} \times M_k \to M_{f1} \times \mathbb{R}^{kd} \) defined in Eq. (11b) is continuous at every point in \( \mathbb{R}^{kd} \times M_k \).

Proof. Since \( A_2 = (G_2(Z, U), Z) \), it suffices to prove that \( G_2 \) is a continuous function. Note that \( G_2 \) is a vector field with the resolution by \( k \times d \) scalar fields,
\[
G_2 = (F_{11}, F_{12}, \ldots, F_{kd}) : \mathbb{R}^{kd} \times M_k \to \mathbb{R}^{kd},
\]
where \( F_{jh} : \mathbb{R}^{kd} \times M_k \rightarrow \mathbb{R} \) is defined via Eq. (6a) as
\[
F_{jh}(Z, U) = \frac{1}{\sum_{i=1}^{d} \left[ \frac{\sum_{h=1}^{d} u_{ji}(x_{ih} - z_{jhi})^2 + \varepsilon}{\sum_{h=1}^{d} u_{ji}(x_{il} - z_{jli})^2 + \varepsilon} \right]^{1/(\alpha-1)}}.
\]
for \( 1 \leq h \leq d \). Since \((z_{jhi}, u_{jhi}) \rightarrow u_{jhi}(x_{ih} - z_{jhi})^2\) is continuous for all \( 1 \leq j \leq k \) and \( 1 \leq h \leq d \) and the sum of two continuous functions is continuous, \( \sum_{i=1}^{d} u_{jhi}(x_{ih} - z_{jhi})^2 + \varepsilon > 0 \) for all \( 1 \leq j \leq k \) and \( 1 \leq h \leq d \), we know that the quotient
\[
\sum_{i=1}^{d} u_{jhi}(x_{ih} - z_{jhi})^2 + \varepsilon
\]
is continuous. Thus \( G_2 \) is continuous. This proves the lemma. □

Lemma 21. The function \( A_3 : M_{fk} \times \mathbb{R}^{kd} \rightarrow P(M_{fk} \times \mathbb{R}^{kd} \times M_k) \) defined in Eq. (11c) is closed on \( M_{fk} \times \mathbb{R}^{kd} \times M_k \).

Proof. Since \( A_3 = \{(W, Z, U) \in M_{fk} \times \mathbb{R}^{kd} \times M_k | U \in G_3(W, Z)\} \), it suffices to show that \( G_3 \) is a compact point-to-set mapping. To do this, let
\[
(W^{(r)}, Z^{(r)}) \rightarrow (\tilde{W}, \tilde{Z}) \quad \text{as} \quad r \rightarrow \infty, \tag{A.5a}
\]
\[
U^{(r)} \in G_3(W^{(r)}, Z^{(r)}), \quad r = 1, 2, \ldots, \tag{A.5b}
\]
\[
U^{(r)} \rightarrow \bar{U} \quad \text{as} \quad r \rightarrow \infty. \tag{A.5c}
\]

Then it is necessary to show that \( \bar{U} \in G_3(\tilde{W}, \tilde{Z}) \).

In fact, let
\[
I_{ji}(W, Z) = \left\{ s \in \Omega | s = \arg \min_{1 \leq l \leq k} \sum_{h=1}^{d} w_{li}^2(x_{ih} - z_{jhi})^2 \right\}
\]
for \( 1 \leq j \leq k, 1 \leq i \leq n \). From Eq. (A.5a) it follows that
\[
I_{ji}(W^{(r)}, Z^{(r)}) \rightarrow I_{ji}(\tilde{W}, \tilde{Z}) \quad \text{as} \quad r \rightarrow \infty. \tag{A.6}
\]

From Eq. (A.5c) it follows that \( u_{ji}^{(r)} \rightarrow \bar{u}_{ji} \) as \( r \rightarrow \infty \). Since \( u_{ji} = 1 \) or 0 for all \( k \)-partition \( U \), there exists an \( r_2 \) such that
\[
\bar{u}_{ji} = \begin{cases} 
1 & \text{for all} \quad r > r_2. 
\end{cases} \tag{A.7}
\]

From Eq. (A.5b) we have
\[
\bar{u}_{ji} = 1 \quad \text{for some} \quad j \in I_{ji}(W^{(r)}, Z^{(r)}) \forall r. \tag{A.8}
\]
Thus from Eqs. (A.6)–(A.8) it follows that
\[
\bar{u}_{ji} = 1 \quad \text{for some} \quad j \in I_{ji}(\tilde{W}, \tilde{Z}),
\]
which gives \( \bar{U} \in G_3(\tilde{W}, \tilde{Z}) \). This proves the theorem. □

Theorem 12 follows immediately from Lemmas 19–21 and Corollary 5.

A.5. Proof of Theorem 13

Theorem 13 follows immediately from the following two lemmas, i.e., Lemmas 22 and 23.

Lemma 22. Let \([\mathbf{conv}(D)]^k\) be the \( k \)-fold Cartesian product of the convex hull of \( D \), and let \((W^{(0)}, Z^{(0)}, U^{(0)})\) be the starting point of iteration with \( T_{x,e}^{(0)} \) with \( W^{(0)} \in M_{fk}, Z^{(0)} \in \mathbb{R}^{kd} \) and \( U^{(0)} \in G_3(W^{(0)}, Z^{(0)}) \). Then
\[
T_{x,e}^{(r)}(W^{(0)}, Z^{(0)}, U^{(0)}) = M_{fk} \times [\mathbf{conv}(D)]^k \times M_k,
\]
for \( r = 1, 2, \ldots \), where \( T_{x,e}^{(r)} = T_{x,e} \circ T_{x,e} \circ \cdots \circ T_{x,e} \) (\( r \) times).

Proof. Let \( W^{(0)} \in M_{fk} \) and \( Z^{(0)} \in \mathbb{R}^{kd} \) be chosen. Then \( U^{(0)} \) is calculated to satisfy Eq. (6c), hence \( U^{(0)} \in M_k \). Continuing recursively, we have \( Z^{(1)} = G_1(W^{(0)}, U^{(0)}) \) which is calculated via Eq. (6b) as
\[
z^{(1)}_{jhi} = \frac{\sum_{i=1}^{n} u_{ji}^{(0)} x_{ih}}{\sum_{i=1}^{n} u_{ji}^{(0)}}, \quad 1 \leq j \leq k, \quad 1 \leq h \leq d,
\]
or
\[
z^{(1)}_{jhi} = \frac{\sum_{i=1}^{n} u_{ji}^{(0)} x_{ih}}{\sum_{i=1}^{n} u_{ji}^{(0)}}, \quad 1 \leq j \leq k.
\]

Let
\[
\rho_{ji} = \frac{u_{ji}^{(0)}}{\sum_{i=1}^{n} u_{ji}^{(0)}}, \quad 1 \leq i \leq n.
\]

From Eq. (1), it must be that \( 0 \leq \rho_{ji} \leq 1 \) for all \( j, i \) and therefore
\[
z_{jhi}^{(1)} = \sum_{i=1}^{n} \rho_{ji} x_{ih},
\]
with
\[
\sum_{i=1}^{n} \rho_{ji} = \sum_{i=1}^{n} \left( \frac{u_{ji}^{(0)}}{\sum_{i=1}^{n} u_{ji}^{(0)}}, \quad \sum_{i=1}^{n} u_{ji}^{(0)} = 1.
\]

Thus \( z_{jhi}^{(1)} \in \mathbf{conv}(D) \) for all \( 1 \leq j \leq k \) and therefore \( Z^{(1)} = (z_{1}, z_{2}, \ldots, z_{k})^T \in [\mathbf{conv}(D)]^k \).

Since \( W^{(1)} = G_2(Z^{(1)}, U^{(0)}) \) is calculated using Eqs. (6a) we know that \( W^{(1)} \in M_{fk} \). Then \( U^{(1)} \in G_3(W^{(1)}, Z^{(1)}) \) is calculated to satisfy Eq. (6c), we know that \( U^{(1)} \in M_k \).

Thus every iteration of \( T_{x,e} \) belongs to \( M_{fk} \times [\mathbf{conv}(D)]^k \times M_k \). This proves the lemma. □

Lemma 23. Let \([\mathbf{conv}(D)]^k\) be the \( k \)-fold Cartesian product of the convex hull of \( D \). Then \( M_{fk} \times [\mathbf{conv}(D)]^k \times M_k \) is compact in \( M_{fk} \times \mathbb{R}^{kd} \times M_k \).
Theorem 3. From Eq. (3) it follows that $M_{f,k}$ is closed and bounded, and therefore compact. $[\text{conv}(D)]^{k}$ is also compact [22, Theorem 3].

To see that $M_k$ is compact, we note that $D$ is a finite discrete set. The number of elements in $M_k$ is the number of $k$-partitions of $D$. Thus $M_k$ is closed and bounded, and therefore compact. Thus $M_{f,k} \times [\text{conv}(D)]^{k} \times M_k$ is compact in $M_{f,k} \times \mathbb{R}^{kd} \times M_k$. □
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